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ABSTRACT: Geostatistics identifies the spatial structure of variables representing several phenomena and its use is becoming more intense in agricultural activities. This paper describes a computer program, based on Windows Interfaces (Borland Delphi), which performs spatial analyses of datasets through geostatistic tools: Classical statistical calculations, average, cross- and directional semivariograms, simple kriging estimates and jackknifing calculations. A published dataset of soil Carbon and Nitrogen was used to validate the system. The system was useful for the geostatistical analysis process, for the manipulation of the computational routines in a MS-DOS environment. The Windows development approach allowed the user to model the semivariogram graphically with a major degree of interaction, functionality rarely available in similar programs. Given its characteristic of quick prototypation and simplicity when incorporating correlated routines, the Delphi environment presents the main advantage of permitting the evolution of this system.
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INTRODUCTION

Geostatistics is consolidated as an useful tool applied to various scientific fields. Combined with classical statistics, this technique aims increasing the knowledge over a dataset to identify and quantify the spatial structure of studied phenomena. In addition to knowing the spatial continuity, it is important to locate the sources of any variation. In agriculture, such variations may originate from geological and/or pedological natural processes or from management practices. Whenever human activities cause excess or lack of any mineral element in the soil, farmers may look for a solution to this problem using spatial analysis. To define a more precise spatial variation of form in a mining area, Matheron (1963) developed a theory named Regionalized Variables.

Geostatistics considers the randomized and structured nature of spatial variables and the spatial distribution of the samples (Oliver, 1987).

The semivariogram is the main instrument of the theory of Regionalized Variables. It quantifies the scale and intensity of the spatial variation, provides a basis for an optimum interpolation through the kriging method, and assist applications to optimize sampling plans. Various computational systems were built to implement the geostatistical concepts either in an isolated way or integrating them to other tools, using pre-existing routines. There is an increasing trend to implement these techniques in Geographical Information Systems (GIS).

As for Geostatistics, one of the most complete routine sets is called Geostatistical Software LIBrary (GSLIB), developed by Deutsch & Journel (1998), at the

Also using FORTRAN, Vieira et al. (1983) developed and validated computational programs for geostatistical calculations, based on routines making direct calls to DOS. An input of specific parameters generates an output file in ASCII format. Although these programs are handled in a modular form, making it difficult for users to interpret the results, they provide considerable help to the geostatistical analysis allowing to choose the theoretical model best suited to the experimental semivariogram, according to the parameter analysis generated using a Jackknifing technique.

Developing new, user-friendly packages of spatial statistics using graphic interfaces and visual resources is quite necessary. This work presents a computational tool developed from the routines of Vieira et al. (1983), which allows a spatial analysis of data. In addition to the interpolation process using simple kriging, tools to model average, cross and directional semivariograms and modules to treat the infinite dispersion of data (nonstationarity) were implemented. Authors as Isaaks & Srivastava (1989), Journel (1989) and Vieira (2000) made a complete report of the geostatistical theory. This work also uses a case study to validate this tool and the implemented techniques.

**MATERIAL AND METHODS**

The methodology used to develop this system is based on principles and paradigms of the Software Engineering and on the sequence of steps of the Traditional Life Cycle approach to system development (Pressman, 1982) combined with the Software Reuse techniques. This application, developed for a Windows environment, uses mainly two computational tools:

- Geostatistical routines previously developed by Vieira et al. (1983) – a set of executable programs written in Fortran 77. The open source codes and the cross-validation routine were decisive when choosing a library to integrate the tool presented here;
- Environment and programming language Borland Delphi 5 (Inprise Corporation, 1999).

WinExec(' avar.exe', SW_HIDE );

Figure 1 illustrates the modules developed in the current version of the system.

The system first verifies the possible lack of input parameters (name of the data file, maximum distance, LAG, etc.) and, if necessary, generates error messages or warnings. These data are then recorded in a text file, called parameter file (Figure 2c), which informs the actions to be performed by the Fortran Program. Internally, the Delphi system evokes the Fortran Program. Next, the command line shows this call to the Fortran Program, which calculates the values of an experimental semivariogram (avar.exe):

Figure 1 - Diagram of the geostatistical system developed.
The avar.exe program is executed within the DOS environment, producing a result text file. The Delphi system then reads the resulting file and presents it in a graphic and/or tabular form. Figure 2 depicts an example of the interaction between the Delphi system modules and the text files generated executing the FORTRAN routines. The kriging step used the Surfer software 7.0 to produce the soil maps.

Notions of continuity and of spatial dependence are associated to the semivariogram (Clark, 1979). Two regional variables, X and Y, where \( X = Z(x_i) \) and \( Y = Z(x_i + h) \), are then considered and associated as coordinate pairs, \((x_1, y_1)\) and \((x_2, y_2)\), respectively, and separated by the lag or distance vector \( h \) (module and direction). The semivariogram is defined as:

\[
\gamma(h) = \frac{1}{2} \text{E}\{Z(x_i) - Z(x_i + h))^2\}
\]  

(1)

that is, half of the mathematical expectation (E) of the square of the difference between the values of the points in a field, separated by a distance vector \( h \). The equation for the estimation \( \gamma^* \) is given by:

\[
\gamma^*(h) = \frac{1}{2N(h)} \sum_{i,j} [Z(x_i) - Z(x_i + h)]^2
\]

(2)

where \( N(h) \) is the number of pairs of measured values \( Z(x_i) \) and \( Z(x_i + h) \), separated by the vector \( h \) and \( Z(x_i) \); \( Z(x_i + h) \) are values of observations of the regionalized variable sampled at the points \( x_i \) and \( x_i + h \).

A semivariogram that is practically uniform for all directions of the vector \( h \) denotes the presence of isotropy within the spatial variability. Conversely, if the semivariogram is not the same for all directions, this characterizes an anisotropic distribution. Figure 3 exemplifies a geometrical anisotropy where, for the same sill, directions 45º and 135º present ranges with different values.

Figure 3 presents the essential parameters of the semivariogram, which are:

- **Nugget Effect (Co):** when a semivariogram tends to zero \( (\gamma(h) = 0) \) a value \( Co \) is observed, which reveals the discontinuity of the phenomenon for values smaller than the least distance between samples.

- **Range (a):** distance within samples are spatially correlated.

- **Sill (C):** value of \( \gamma \) which corresponds to the range (a) on the graph of the semivariogram. It is considered that, from this point on, there is no more spatial dependence between the samples.

The next step is to adjust a mathematical model that best represents the configuration of the curve of the experimental semivariogram. The spherical (Sph), exponential (Exp) and Gaussian (Gau) models are represented in Figure 4. These are basic models, which Isaaks & Srivastava (1989) called isotropic models with sill. Models with sill are known as transitive, that is, after a certain distance, the model reaches a maximum and constant value. Other models reach the sill (C) asymptotically. There are also models with no sill, which correspond to the possibility of infinite dispersion of...
a phenomenon. These phenomena do not have finite variance and their covariance may not be defined (Vieira, 2000).

Since the whole geostatistical analysis process involves uncertainty and subjectivity, one must assess the performance of the estimation in points where the values are known. This estimation error assessment may be performed using the procedure known as Jackknifing or cross-validation. Vieira (2000) discusses the concepts involved in this technique in details.

Matheron (1963) pays a tribute to the South-African mining engineer Daniel G. Krige and his interpolation method, called kriging, which allows the interpolation of values in any position of the field studied, without bias and with minimum variance. Because of its weighed moving average, the kriging method resembles the interpolation method, but, since it determines the weights according to the spatial analysis provided by the experimental semivariogram, it diverges from the simple linear interpolation and Inverse Square of Distance methods. The kriging estimator supplies unbiased estimations, that is, on the average, there is no distortion between the estimated and actual values of a same point. Another important characteristic is the minimum variance, which means that, although there may be differences between the estimated and measured values from point to point, these differences are very low.

As a linear estimator, a kriging procedure may be represented by the weighed linear combinations of measured data, or a moving average that considers a variability structure of the measured variable, expressed by the semivariogram and by the localization of known values. In this concept, the points closest to the position that will be interpolated have a major weight in relation to the most distant ones.

The kriging estimator is formulated as follows:

$$Z^*(x_0) = \sum_{i=1}^{N} \lambda_i Z(x_i)$$

where $N$ is the number of measured values $Z(x_i)$ used in the prediction, and $\lambda_i$ is the weight associated to each measured value $Z(x_i)$. The simple and ordinary krigings are the most used techniques. For further details, see Journel (1989).

Data used in this study came from Waynick & Sharp (1919), which were later also used by Vieira (2000). The observations concern two fields in California, USA, with almost invariant slope, one in the so-called University Farm, in Davis (clay loamy soil) and the other in the city of Oakley (sandy soil). One hundred soil samples were collected in each field.

The case study presented in this work is an analysis of Carbon (C), Nitrogen (N) and of the Carbon/Nitrogen relationship in a rectangular grid (63.99 m x 81.89 m) with different densities in its edges and central parts. According to the authors, sampling sought to assess the variability of C and N in two apparently homogenous, alluvial soils.

The spatial distribution of the sampled points is illustrated in Figure 5.

**RESULTS AND DISCUSSION**

The highest means and the maximum and minimum values of Carbon and Nitrogen correspond to the field in Davis (Table 1). Except for the variable C/N - Oakley, all other present low variance values, which means that most of the values are close to the mean.

The high values of the kurtosis coefficient represent a more peaked frequency curve than the normal curve, which confirms the concentration of values close to the mean value. The 0.7637 index, between the measures of Carbon and Nitrogen in the Oakley field, and the 0.6268 index between Carbon and Nitrogen in Davis, denote mean positive correlations between these two variables (Table 2).
Table 1 - Statistics for the dataset Waynick & Sharp (1919).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Variance</th>
<th>C.V.</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Symmetry Coefficient</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-Davis (g kg(^{-1}))</td>
<td>11.110</td>
<td>1.0900</td>
<td>9.394</td>
<td>8.960</td>
<td>13.83</td>
<td>0.464</td>
<td>-0.154</td>
</tr>
<tr>
<td>N-Davis (g kg(^{-1}))</td>
<td>0.998</td>
<td>0.008403</td>
<td>9.183</td>
<td>0.770</td>
<td>1.18</td>
<td>-0.254</td>
<td>-0.0183</td>
</tr>
<tr>
<td>C-Oakley (g kg(^{-1}))</td>
<td>4.330</td>
<td>1.3290</td>
<td>26.620</td>
<td>1.820</td>
<td>9.50</td>
<td>1.468</td>
<td>3.881</td>
</tr>
<tr>
<td>N-Oakley (g kg(^{-1}))</td>
<td>0.3208</td>
<td>0.0048</td>
<td>21.800</td>
<td>0.210</td>
<td>0.60</td>
<td>1.582</td>
<td>4.233</td>
</tr>
<tr>
<td>C/N-Davis (%)</td>
<td>11.170</td>
<td>0.9630</td>
<td>8.784</td>
<td>9.415</td>
<td>17.26</td>
<td>2.731</td>
<td>14.320</td>
</tr>
<tr>
<td>C/N- Oakley (%)</td>
<td>13.570</td>
<td>6.1060</td>
<td>18.210</td>
<td>7.857</td>
<td>23.23</td>
<td>0.926</td>
<td>3.055</td>
</tr>
</tbody>
</table>

Table 2 - Correlation matrix.

<table>
<thead>
<tr>
<th></th>
<th>C-Davis</th>
<th>N-Davis</th>
<th>C-Oakley</th>
<th>N-Oakley</th>
<th>C/N-Davis</th>
<th>C/N-Oakley</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-Davis</td>
<td>1.0000</td>
<td>0.6268</td>
<td>0.0406</td>
<td>0.1362</td>
<td>0.4322</td>
<td>-0.1130</td>
</tr>
<tr>
<td>N-Davis</td>
<td>0.6268</td>
<td>1.0000</td>
<td>-0.0425</td>
<td>-0.0511</td>
<td>-0.4243</td>
<td>-0.0101</td>
</tr>
<tr>
<td>C-Oakley</td>
<td>0.0406</td>
<td>-0.0425</td>
<td>1.0000</td>
<td>0.7637</td>
<td>0.0925</td>
<td>0.5205</td>
</tr>
<tr>
<td>N-Oakley</td>
<td>0.1362</td>
<td>-0.0511</td>
<td>0.7637</td>
<td>1.0000</td>
<td>0.2224</td>
<td>-0.1337</td>
</tr>
<tr>
<td>C/N-Davis</td>
<td>0.4322</td>
<td>-0.4243</td>
<td>0.0925</td>
<td>0.2224</td>
<td>1.0000</td>
<td>-0.1333</td>
</tr>
<tr>
<td>C/N-Oakley</td>
<td>-0.1130</td>
<td>-0.0101</td>
<td>0.5205</td>
<td>-0.1337</td>
<td>1.0000</td>
<td></td>
</tr>
</tbody>
</table>

**Modeling average semivariogram**

Figure 6 presents the scaled semivariograms of the Carbon and Nitrogen variables for the fields in Davis and Oakley. Scaling is obtained dividing each semivariogram point of the variables by its respective variance. This procedure allows to compare the spatial structure of the variables on a same scale, as used in Vieira et al. (1991). A preliminary visual analysis of Figure 6 shows that the semivariance values between both variables (carbon and nitrogen) in the two sites, throughout the distance axis, are very close.

In the present study, the Carbon and Nitrogen variables in Oakley were chosen to perform a geostatistical analysis, since they presented the highest index of correlation among the studied variables (Table 2). From a distance of 60 meters on, the variables do not present a stable sill beyond the range (Figure 7). The present study sought to find the semivariogram that satisfied the intrinsic, less restrictive hypothesis, that is, one whose data obeyed both the mean independence and the existence of semivariance, independently of the spatial position (Vieira, 2000). Under this hypothesis, the Carbon and Nitrogen variables in Oakley were bias subtracted using polynomial-surfaces. In a broader sense, the Carbon and Nitrogen variables in the Oakley field, with sandy soil, presented higher semivariances than the loamy clayey soil of Davis.
Computation system for geostatistical analysis

Treatment of data stationarity

In this step, the parabolic trend surface was applied to the unscaled semivariogram of the Carbon and Nitrogen variables in Oakley, as to subtract the effect of the infinite dispersion of the data. This operation resulted in a residue curve (Figure 8), which consists of the difference between the values of the experimental semivariogram and the values of the trend surface. As it presents a graphic behavior similar to that of an ideal semivariogram, this curve is used, from now on, to adjust the theoretical models, and in the cross-validation and kriging processes. Once interpolated, the values of the trend surface are summed up to the residues to reconstitute the data set that will yield the maps.

Adjusting the mathematical models

The system implements five kinds of mathematical models to adjust the experimental semivariogram: spherical, exponential, Gaussian, Hole Effect and pentaspherical. Through the input of the theoretical model parameters (nugget effect – Co, structural variance – C1, and range – a), the respective curve is superimposed to the points of the experimental semivariogram.

The spherical model provided the best Multiple correlation coefficient \( R^2 \) – close to one – and Weighed Regression Sum of Square (WRSS) – least value (Figure 9). For Carbon, the values following parameters were obtained: nugget \( (Co) = 0.25 \); structural variance \( (C1) = 0.43 \); sill = 19.5 meters. The model best fitted to the semivariogram of Nitrogen residues was the spherical, with the following parameters: \( C_0 = 0.0 \); \( C_1 = 0.003 \), and sill = 19 meters. In this step, the system reproduced a non-scaled experimental semivariogram. This approach allows the adjusted parameters to be in the natural scale of each variable semivariance.

Application of the of Cross-validation – JackKnifing module

Using \( C_0 \), \( C_1 \) and range values of the section: “Adjusting the mathematical models”, one obtains the estimates of the cross-validation parameters presented in Tables 3 and 4. The neighborhoods that best estimated the parameters, according to the ideal parameters of each variable, were the 16 and 8 neighborhoods for Carbon and Nitrogen, for Oakley, respectively. These neighborhoods are considered as ideal for the kriging process.

Kriging

The system generated a text file with the estimated values in a one-meter square grid, to which the respective values of the estimate variance were added. The interpolated map for Carbon for Oakley (Figure 10) shows its major continuity or variability of value classes for the direction – 45º Q, a direction that presents the least continuity for the Nitrogen variable (Figure 8). The 0.3 to 0.35 values represent the class of major occurrence in the studied area (Figure 11).

CONCLUSIONS

The system was useful for the geostatistical analysis process, for the manipulation of the computational routines in a MS-DOS environment, and since it was carried out in a one an integrated environment, facilitated this process. The Windows development approach allowed the user to model the semivariogram graphically with a major degree of interaction, functionality rarely available in similar programs. Moreover, the option to adjust automatically the parameters of the mathematical...
Table 3 - Estimates of the cross-validation parameters for the Carbon residues data - Oakley

<table>
<thead>
<tr>
<th>Neighborhoods</th>
<th>Reduced error variance (1) *</th>
<th>Reduced error mean (0)</th>
<th>Intersection (0)</th>
<th>Angular coefficient (1)</th>
<th>Correlation coefficient (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.339</td>
<td>-0.03860</td>
<td>0.002929</td>
<td>0.08225</td>
<td>0.03243</td>
</tr>
<tr>
<td>12</td>
<td>1.329</td>
<td>-0.02142</td>
<td>0.002401</td>
<td>0.1086</td>
<td>0.04108</td>
</tr>
<tr>
<td>16</td>
<td>1.336</td>
<td>-0.01567</td>
<td>0.001671</td>
<td>0.09424</td>
<td>0.3551</td>
</tr>
<tr>
<td>20</td>
<td>1.342</td>
<td>-0.01391</td>
<td>0.001723</td>
<td>0.1077</td>
<td>0.04078</td>
</tr>
<tr>
<td>24</td>
<td>1.356</td>
<td>-0.02904</td>
<td>0.005836</td>
<td>0.07839</td>
<td>0.02974</td>
</tr>
</tbody>
</table>

* Ideal values of each parameter are in brackets.

Table 4 - Estimate of the parameters of the cross-validation for data of Nitrogen residues - Oakley

<table>
<thead>
<tr>
<th>Neighborhoods</th>
<th>Reduced error variance (1) *</th>
<th>Reduced error mean (0)</th>
<th>Intersection (0)</th>
<th>Angular coefficient (1)</th>
<th>Correlation coefficient (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.387</td>
<td>-0.02372</td>
<td>0.001070</td>
<td>0.7395</td>
<td>0.4215</td>
</tr>
<tr>
<td>12</td>
<td>1.413</td>
<td>-0.02815</td>
<td>0.0009622</td>
<td>0.6405</td>
<td>0.3798</td>
</tr>
<tr>
<td>16</td>
<td>1.535</td>
<td>-0.03278</td>
<td>0.001053</td>
<td>0.5906</td>
<td>0.3597</td>
</tr>
<tr>
<td>20</td>
<td>1.598</td>
<td>-0.01622</td>
<td>0.0006361</td>
<td>0.5778</td>
<td>0.3514</td>
</tr>
<tr>
<td>24</td>
<td>1.642</td>
<td>-0.01281</td>
<td>0.0005356</td>
<td>0.5730</td>
<td>0.3504</td>
</tr>
</tbody>
</table>

* Ideal values of each parameter are in brackets.
model is also thought of as a future activity, in this system, to provide a comparison basis for the manual adjustment. Given its characteristic of quick prototypation and simplicity when incorporating correlated routines, the Delphi environment presents the main advantage of permitting the evolution of this system. The analysis of the dataset of Waynick & Sharp (1919) constituted an initial study and did not intend to deepen the results as for the agronomic issue. Still, the results obtained, mainly as regards to the interpolated maps, resemble those found by Vieira (2000). Further information on the use of this system may be found at: http://www.cnptia.embrapa.br.
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