# A generalization of the concept of differentiability 

José Carlos Simon de Miranda and Luiz Fichmann


#### Abstract

In this work we unify and generalize the existing definitions of derivatives of functions by presenting a new concept on differentiability.


## 1. Introduction

There are classic definitions for derivatives of functions from a Banach space to another one, due to Gateaux, Hadamard and Fréchet. The rate of change of a function restricted to straight lines through a given point is its Gateaux-derivative at that point; although a function may have this derivative at a point, it may not have the local rate of change which would correspond to its Fréchet-derivative. In this work (Theorem 3.1) we show that Hadamard derivative at a point is the rate of change of the function along each and every embedded $C^{1}$-curve that passes through that point; thus, the class of functions that has Hadamard-derivative contains that of Fréchet differentiable functions and is contained in Gateaux differentiable class of functions, since limits through straight lines are weaker than limits through embedded $C^{1}$ - curves which are weaker than limits through neighbourhoods. It is important to note that in all these derivatives the type of sets which is used to calculate the rate of change is the fundamental element for distinguishing one from another. These facts lead us to imagine the use of other sets to calculate these limits, namely topological or differentiable manifolds. We have chosen manifolds that are embedded in affine spaces; for example, if we take $C^{1}$ - curves embedded in straight lines we obtain Gateaux-differentiability and taking all embedded $C^{1}$ - curves we obtain Hadamard differentiability. What would happen if we chose $C^{1}$ curves embedded in two-dimensional planes, $C^{1}$ - curves embedded in ndimensional spaces, m-dimensional manifolds embedded in n-dimensional affine spaces or infinite-dimensional manifolds? Differentiable manifolds

[^0]are locally images of differentiable embeddings in the already known differentiabilities which are defined by the type of sets in which the rate of change is calculated. How can we generalize these ideas? In this work we propose a hierarchical choice of types of sets to define the new differentiabilities. By its turn, each of these sets, recursively, are $C^{1}$ - differentiable manifolds according to smaller sets in its hierarchy till we arrive at the first differentiability performed through a topological manifold. This hierarchical choice is formally made by the concept of vias of Banach spaces and each via defines a differentiability. This definition of differentiablity will not only include the former ones but also generalize the concept of differentiability. As a matter of fact, Fréchet, Hadamard and Gateaux derivatives will have their own corresponding vias. The class of Fréchet differentiable functions, which is the one contained in the other ones, and that of Gateaux, which contains the other ones, will still remain as the extremes of an inclusion ordered set of "via-differentiability classes" but a wide spectrum of differentiabilities arises in between them. One of these differentiabilities is Hadamard-differentiablity. We wish you a good reading!

## 2. Some Basics

Let $X, Y$ be real Banach spaces. We denote by $L(X, Y)$ the set of continuous linear functions from $X$ to $Y$. For $x_{0} \in U \subset X, U$ open set of $X$ and $f: U \rightarrow Y$, we say that
i) $f$ is Gateaux differentiable at $x_{0}$ and write $G$-differentiable at $x_{0}$ if and only if there exists the $G$-derivative $\delta f\left(x_{0},.\right): X \rightarrow Y$ given by, for $v \in X$,

$$
\delta f\left(x_{0}, v\right)=\lim _{\substack{t \rightarrow 0 \\ t \in \mathbb{R}}} \frac{f\left(x_{0}+t v\right)-f\left(x_{0}\right)}{t}
$$

ii) $f$ is Hadamard differentiable at $x_{0}$ ( $H$-differentiable at $x_{0}$ ) if and only if there exists the $H$-derivative ${ }^{H} f^{\prime}\left(x_{0}\right) \in L(X, Y)$, given by, for $v \in X$,

$$
{ }^{H} f^{\prime}\left(x_{0}\right) v=\lim _{\substack{(t, l) \rightarrow(0,0) \\(t, l) \in \mathbb{R} \times X}} \frac{f\left(x_{0}+t v+t l\right)-f\left(x_{0}\right)}{t}
$$

Hadamard differentiability was originally defined for functions $f: U \subset$ $X \rightarrow Y$, where $X$ and $Y$ are topological vector spaces (see $[1,3,4,6$, 10]). Let us call, for instance, the original definition, in our context, $\hat{H}$ differentiabitity.
Let $G$ be the class of all functions $g: I \rightarrow U, I \subset \mathbb{R}$ neighbourhood of 0 , such that $g(0)=x_{0}$ and $\exists g^{\prime}(0)=\lim _{t \rightarrow 0} \frac{g(t)-g(0)}{t} \in X$.
The function $f$ is $\hat{H}$-differentiable at $x_{0}$ if and only if $\exists{ }^{\hat{H}} f^{\prime}\left(x_{0}\right) \in L(X, Y)$
such that $\forall g \in G, \exists(f \circ g)^{\prime}(0)=\lim _{t \rightarrow 0} \frac{(f \circ g)(t)-(f \circ g)(0)}{t} \in Y$
and $(f \circ g)^{\prime}(0)=\hat{H} f^{\prime}\left(x_{0}\right) g^{\prime}(0)$.
We estabilish the equivalence between this Hadamard's original definition and the one given above in item ii) (which was presented in [9]), in Proposition 2.1.
iii) $f$ is Fréchet differentiable at $x_{0}\left(F\right.$-differentiable at $\left.x_{0}\right)$ if and only if there exists the $F$-derivative $f^{\prime}\left(x_{0}\right) \in L(X, Y)$ such that

$$
\lim _{\substack{h \rightarrow 0 \\ h \in X}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-f^{\prime}\left(x_{0}\right) h}{\|h\|}=0 \in Y
$$

Let us define the classes of differentiable functions at $x_{0}$, relative to these differentiability types by:
$F_{x_{0}}(X, Y)=\left\{f: U \rightarrow Y \mid x_{0} \in U \subset X, U\right.$ open set,
$f$ is $F$-differentiable at $\left.x_{0}\right\}$
$H_{x_{0}}(X, Y)=\left\{f: U \rightarrow Y \mid x_{0} \in U \subset X, U\right.$ open set,
$f$ is $H$-differentiable at $\left.x_{0}\right\}$
$G_{x_{0}}(X, Y)=\left\{f: U \rightarrow Y \mid x_{0} \in U \subset X, U\right.$ open set, $f$ is $G$-differentiable at $x_{0}$ and $\left.\delta f\left(x_{0},.\right) \in L(X, Y)\right\}$.

Many results concerning these derivatives are shown in [9] from which we select:

Proposition 2.1 (some results from [9]).
a) $\exists f^{\prime}\left(x_{0}\right) \Rightarrow \exists^{H} f^{\prime}\left(x_{0}\right) \Leftrightarrow \exists^{\hat{H}} f^{\prime}\left(x_{0}\right) \Rightarrow \exists \delta f\left(x_{0},.\right)$
and whenever some of them exist, they are equal.
Thus we have $F_{x_{0}}(X, Y) \subset H_{x_{0}}(X, Y) \subset G_{x_{0}}(X, Y)$.
b) If $f \in H_{x_{0}}(X, Y)$ then $f$ satisfies

$$
\begin{equation*}
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\|=\mathcal{O}(h) \tag{O}
\end{equation*}
$$

(that is,

$$
\left.\exists M>0, \exists r>0 \mid \forall h \in X,\|h\|<r \Rightarrow\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| \leq M\|h\| .\right)
$$

c) If $\operatorname{dim} X<\infty$ then $F_{x_{0}}(X, Y)=H_{x_{0}}(X, Y)$.

Proof. a) If $f \in F_{x_{0}}(X, Y)$, taking $h=t v+t l$, since

$$
\begin{aligned}
& \frac{f\left(x_{0}+t v+t l\right)-f\left(x_{0}\right)-t f^{\prime}\left(x_{0}\right) v}{t}= \\
& \quad \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-f^{\prime}\left(x_{0}\right) h}{\|h\|} \cdot \frac{|t|\|v+l\|}{t}+f^{\prime}\left(x_{0}\right) l
\end{aligned}
$$

and the second member above goes to 0 when $(t, l) \rightarrow(0,0) \in \mathbb{R} \times X$
(for $h \rightarrow 0, f \in F_{x_{0}}(X, Y)$ and $\frac{|t| \| v+l| |}{t}$ is bounded as $t \rightarrow 0$ ), then $f \in H_{x_{0}}(X, Y)$ and ${ }^{H} f^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)$.
Take now $f \in H_{x_{0}}(X, Y)$. If $f$ is not $\hat{H}$-differentiable at $x_{0}$ we have that $\exists g \in G, \varepsilon_{0}>0$ and $t_{n} \neq 0, t_{n} \rightarrow 0$ in $\mathbb{R}$ as $n \rightarrow \infty$ in $\mathbb{N}$ such that

$$
\left\|\frac{(f \circ g)\left(t_{n}\right)-f\left(x_{0}\right)}{t_{n}}-{ }^{H} f^{\prime}\left(x_{0}\right) g^{\prime}(0)\right\| \geq \varepsilon_{0} \quad \forall n \in \mathbb{N} .
$$

Taking $l_{n}=\frac{g\left(t_{n}\right)-g(0)}{t_{n}}-g^{\prime}(0)$ and $v=g^{\prime}(0)$ we have

$$
\left\|\frac{f\left(x_{0}+t_{n} v+t_{n} l_{n}^{n}\right)-f\left(x_{0}\right)}{t_{n}}-{ }^{H} f^{\prime}\left(x_{0}\right) v\right\| \geq \varepsilon_{0} \quad \forall n \in \mathbb{N},
$$

a contradiction since $f \in H_{x_{0}}(X, Y)$.
Then $f$ is $\hat{H}$-differentiable at $x_{0}$ and ${ }^{\hat{H}} f^{\prime}\left(x_{0}\right)={ }^{H} f^{\prime}\left(x_{0}\right)$.
On the other hand, suppose $f \hat{H}$-differentiable at $x_{0}$. If $f \notin H_{x_{0}}(X, Y)$ we have that $\exists v \in X, \varepsilon_{0}>0, t_{n} \neq 0, t_{n} \rightarrow 0$ in $\mathbb{R}$ and $l_{n} \rightarrow 0$ in $X$ as $n \rightarrow \infty$ in $\mathbb{N}$ such that $\left\|\frac{f\left(x_{0}+t_{n} v+t_{n} l_{n}\right)-f\left(x_{0}\right)}{t_{n}}-\hat{H} f^{\prime}\left(x_{0}\right) v\right\| \geq \varepsilon_{0} \quad \forall n \in \mathbb{N}$.
Take $g:]-1,1\left[\rightarrow U\right.$ given by $g\left(t_{n}\right)=x_{0}+t_{n} v+t_{n} l_{n} \quad \forall n \in \mathbb{N}$ and $g(t)=x_{0}+t v$ otherwise.
We see that $g \in G$ since $\lim _{t \rightarrow 0} \frac{g(t)-g(0)}{t}=\lim _{t \rightarrow 0}(v+l(t))=v$ where
$\left\{\begin{array}{ll}l\left(t_{n}\right)=l_{n} & \forall n \in \mathbb{N} \\ l(t)=0 & \text { otherwise }\end{array}\right.$ and $\left\|\frac{(f \circ g)\left(t_{n}\right)-(f \circ g)(0)}{t_{n}}-\hat{H} f^{\prime}\left(x_{0}\right) g^{\prime}(0)\right\| \geq \varepsilon_{0}$
$\forall n \in \mathbb{N}$, a contradiction since $f$ is $\hat{H}$-differentiable at $x_{0}$.
Then $f \in H_{x_{0}}(X, Y)$ and ${ }^{H} f^{\prime}\left(x_{0}\right)=\hat{H} f^{\prime}\left(x_{0}\right)$.
Now, if $f$ is $\hat{H}$-differentiable at $x_{0}$, given $v \in X$ it is sufficient to take $g(t)=x_{0}+t v$ to see that $f \in G_{x_{0}}(X, Y)$ and $\delta f\left(x_{0},.\right)={ }^{\hat{H}} f^{\prime}\left(x_{0}\right)$.
b) If $f \in H_{x_{0}}(X, Y)$, taking $v=0 \in X$ we have $\lim _{\substack{t, l) \rightarrow(0,0) \\(t, l) \in \mathbb{R} \times X}} \frac{f\left(x_{0}+t l\right)-f\left(x_{0}\right)}{t}=0$.

Then fixing $\varepsilon>0$ ( $\varepsilon=1$, for example), $\exists \delta_{1}>0, \delta>0$ with $\delta<\delta_{1}$
$0 \neq|t|<\delta,\left\|l| |<\delta_{1} \Rightarrow\right\| f\left(x_{0}+t l\right)-f\left(x_{0}\right) \|<\varepsilon|t|$.
Set $r=\delta^{2}$ and $M=\frac{\varepsilon}{\delta}$. For $h \in X$ with $0<\|h\|<r$ we have that $h=t l$ where $t=\frac{\|h\|}{\delta}, l=\frac{h}{\|h\|} \delta$, and $|t|<\frac{r}{\delta}=\delta,\|l\|=\delta<\delta_{1}$, then

$$
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\|<\varepsilon \frac{\|h\|}{\delta}=M\|h\| . \quad \text { So } f \text { satisfies }(\mathcal{O})_{x_{0}} .
$$

c) Suppose $\operatorname{dim} X<\infty$ and $f \in H_{x_{0}}(X, Y)$. If $f$ is not $F$ - differentiable at $x_{0}$ we have that $\exists \varepsilon_{0}>0$ and $h_{n} \neq 0, h_{n} \rightarrow 0$ in $X$ as $n \rightarrow \infty$ in $\mathbb{N}$ such that $\left\|\frac{f\left(x_{0}+h_{n}\right)-f\left(x_{0}\right)-{ }^{H} f^{\prime}\left(x_{0}\right) h_{n}}{\left\|h_{n}\right\|}\right\| \geq \varepsilon_{0} \quad \forall n \in \mathbb{N}$. Set $v_{n}=\frac{h_{n}}{\left\|h_{n}\right\|}$,
so $\left\|v_{n}\right\|=1, \forall n \in \mathbb{N}$. Since $\operatorname{dim} X<\infty$, taking a subsequence, if necessary, we will have $v_{n} \rightarrow v$ for some $v \in X$ with $\|v\|=1$. Then, for $t_{n}=\left\|h_{n}\right\|$ and $l_{n}=v_{n}-v$, we have $h_{n}=t_{n} v_{n}=t_{n} v+t_{n} l_{n}$ and
$\varepsilon_{0} \leq\left\|\frac{f\left(x_{0}+t_{n} v+t_{n} l_{n}\right)-f\left(x_{0}\right)}{t_{n}}-{ }^{H} f^{\prime}\left(x_{0}\right) v-{ }^{H} f^{\prime}\left(x_{0}\right) l_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$,
since $f \in H_{x_{0}}(X, Y)$, a contradiction! Thus $f \in F_{x_{0}}(X, Y)$.

Gateaux differentiability encompasses a greater class of functions than the other ones. Even for the simple case $X=\mathbb{R}^{2}$ and $Y=\mathbb{R}$ there are examples of functions $f$ such that $f \in G_{x_{0}}(X, Y)$ and $f \notin H_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$. From now on, $X$ and $Y$ are real Banach spaces, $X \neq\{0\} \neq Y$ and $x_{0} \in X$. Whenever it is necessary, functions $f: U_{1} \subset X \rightarrow Y$ and $g: U_{2} \subset X \rightarrow Y$ are identified when they coincide on $U$, open set of $X, x_{0} \in U \subset U_{1} \cap U_{2}$.

Definition 2.1 (Limit through a set). Let $U \subset X, S \subset X$ and $x_{0}$ be an accumulation point of $S \cap U$.
The limit through $S$ of the function $g: U \rightarrow Y$ at $x_{0}$ will be denoted by $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g(x)$ and is defined by $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g(x)=L \in Y \Leftrightarrow$
$\forall \varepsilon>0, \exists \delta>0 \mid\left(x \in S \cap U \wedge 0<\left\|x-x_{0}\right\|<\delta\right) \Rightarrow\|g(x)-L\|<\varepsilon$.
Observe that when $S \subset U$ is a neighbourhood of $x_{0}$ the definition above reduces to the ordinary limit of a function.
Example: Take $X=\mathbb{R}^{2}, Y=\mathbb{R}, U=\left(\mathbb{R}_{+}^{*}-\{1\}\right) \times \mathbb{R}_{+}^{*}$, where
$\mathbb{R}_{+}^{*}=\{t \in \mathbb{R} \mid t>0\}$, and $g: U \rightarrow Y$ written $g(x)=\log _{a} b$ where $x=(a, b)$. Let $x_{0}=(1,1)$ and for each $r \in \mathbb{R}$ define $S_{r}=\left\{(a, b) \in \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*} \mid b=a^{r}\right\}$. So for all $r \in \mathbb{R}$ we have $\lim _{\substack{x \rightarrow x_{0} \\ x \in S_{r}}} g(x)=r$. This exemplifies the important feature of limits through sets: A function may not have limit, in the ordinary sense, at $x_{0}$ but still can exhibit infinitely many limits through sets at $x_{0}$.

The following Lemmas will be useful.
Lemma 2.1. Let $U_{1}, U_{2}$ and $S$ be subsets of $X$ such that $x_{0}$ is an accumulation point of $U_{1} \cap U_{2} \cap S$, and let $g_{i}: U_{i} \rightarrow Y, i=1,2$, be functions. If there exists the limits $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g_{1}(x)=L_{1}$ and $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g_{2}(x)=L_{2}$ then there also exists the limits $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}}\left[g_{1}+g_{2}\right](x)=L_{1}+L_{2}$ and $\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} t g_{1}(x)=t L_{1}$ for all $t \in \mathbb{R}$.

Proof. Immediate.
Lemma 2.2. i) Assuming the same notation in Definition 2.1, let also $\hat{S} \subset S$ such that $x_{0}$ is still an accumulation point of $\hat{S} \cap U$. Then, the
follwing implication holds:

$$
\left(\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g(x)=L\right) \Rightarrow\left(\lim _{\substack{x \rightarrow x_{0} \\ x \in S}} g(x)=L\right)
$$

ii) If $\hat{S}=S \cap V, x_{0} \in V$ open set of $X$, then we may replace the implication above by an equivalence.

Proof. Immediate.

## 3. Differentiability in types of sets and Hadamard derivative

Let $f: U \subset X \rightarrow Y, x_{0} \in U$ be as in the previous section.
Our goal here is to prove that the differentiability of $f$ at $x_{0}$, be it in the sense of Gateaux, Fréchet or Hadamard, is equivalent to the existence of a bounded linear operator $T \in L(X, Y)$ such that the relation

$$
\begin{equation*}
\lim _{\substack{h \rightarrow 0 \\ h \in S}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-T(h)}{\|h\|}=0 \in Y \tag{1}
\end{equation*}
$$

is fullfilled for all sets $S \in \mathcal{S} \subset \mathcal{P}(X)$ where $\mathcal{S}$ is a special class of subsets of $X$.
More specifically:
I) For $G$-differentiability (with bounded linear derivative), $\mathcal{S}$ should be the class of all open neighbourhoods of 0 in all unidimensional subspaces of $X$.
II) For $F$-differentiability, $\mathcal{S}$ should be the class of all open neighbourhoods of 0 in $X$.
III) For $H$-differentiability, assuming that $f$ satisfies $(\mathcal{O})_{x_{0}}, \mathcal{S}$ should be the class of all embedded $C^{1}$-curves passing through 0 .
We note that each one of these classes is constituted by a type of embedded submanifold passing through 0 which is characterized by the dimension of the submanifold and by the dimension of the subspace which the manifold is embedded. We indicate these classes by
I) $\mathcal{S}_{(1,1)}=\{V \subset E \subset X \mid E$ subspace of $X, \operatorname{dim} E=1, V$ open neighbourhood of 0 in $E\}$.
II) $\mathcal{S}_{(X, X)}=\{V \subset X \mid V$ open neighbourhood of 0$\}$.
III) $\mathcal{S}_{(1, X)}^{1}=\left\{\gamma(V) \subset X \mid \gamma: V \subset \mathbb{R} \rightarrow X \quad C^{1}\right.$-embedding, $V$ open neighbourhood of 0 in $\mathbb{R}, \gamma(0)=0\}$.
This leads us to define other types of classes of subsets of $X$. Set $N_{X}=$ $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}$ if $\operatorname{dim} X=\infty$ and set $N_{X}=\left\{n \in \mathbb{N}^{*} \mid n \leq \operatorname{dim} X\right\}$ if $\operatorname{dim} X<\infty$.

Definition 3.1. For $m, n \in N_{X}, m \leq n$, we define the following classes of embedded submanifolds of $X$ :
$\mathcal{S}_{(m, n)}=\left\{\gamma(V) \subset X \mid \gamma: V \subset \mathbb{R}^{m} \rightarrow E\right.$ topological embedding, E subspace of $X, \operatorname{dim} E=n, V$ open neighbourhood of 0 in $\left.\mathbb{R}^{m}, \gamma(0)=0\right\}$.
$\mathcal{S}_{(m, n)}^{1}=\left\{\gamma(V) \subset X \mid \gamma: V \subset \mathbb{R}^{m} \rightarrow E \quad C^{1}\right.$-embedding, $E$ subspace of $X$, $\operatorname{dim} E=n, V$ open neighbourhood of 0 in $\left.\mathbb{R}^{m}, \gamma(0)=0\right\}$.
$\mathcal{S}_{(m, X)}=\left\{\gamma(V) \subset X \mid \gamma: V \subset \mathbb{R}^{m} \rightarrow X\right.$ topological embedding, $V$ open neighbourhood of 0 in $\mathbb{R}^{m}$, $\left.\gamma(0)=0\right\}$.
$\mathcal{S}_{(m, X)}^{1}=\left\{\gamma(V) \subset X \mid \gamma: V \subset \mathbb{R}^{m} \rightarrow X C^{1}\right.$-embedding, $V$ open neighbourhood of 0 in $\left.\mathbb{R}^{m}, \gamma(0)=0\right\}$.

By topological embedding we mean a map $\gamma$ which is a homeomorphism onto its image and by $C^{1}$-embedding we mean a topological embedding of class $C^{1}$ whose differential is injective at every point.
Since in the definition above the domain of $\gamma$ is always finite dimensional, the differentiability of $\gamma$ is to be understood, as usual, in the sense of Fréchet.
Note that $\mathcal{S}_{(m, n)}^{1} \subset \mathcal{S}_{(m, n)} \subset \mathcal{S}_{(m, X)} \quad$ and $\quad \mathcal{S}_{(m, n)}^{1} \subset \mathcal{S}_{(m, X)}^{1} \subset \mathcal{S}_{(m, X)}$ also $\mathcal{S}_{(n, n)}=\mathcal{S}_{(n, n)}^{1}=\{V \subset E \subset X \mid E$ subspace of $X, \operatorname{dim} E=n, V$ open neighbourhood of 0 in $E\}, \quad \forall m, n \in N_{X}, \quad m \leq n$.
In the next section we generalize these classes of embedded submanifolds using the notion of "vias of Banach spaces", so that we do not restrict ourselves only to the case where the domain of $\gamma$ is finite dimensional, neither only to Fréchet differentiability. Each "via" will determine a class $\mathcal{S}$ of embedded submanifolds of $X$ and a type of differentiability for $f$ at $x_{0}$, which will be precisely the existence of a bounded linear operator $T \in L(X, Y)$ such that (1) is fullfilled for all sets $S \in \mathcal{S}$. We will see that the classes given in Definitions 3.1 are associated to particular "vias".
Let us, for now, define the type of differentiability according to a class $\mathcal{S} \subset \mathcal{P}(X)$.

Definition 3.2. Given $\mathcal{S} \subset \mathcal{P}(X)$ such that 0 is an accumulation point of every $S \in \mathcal{S}$, we define the class $\mathcal{S}_{x_{0}}(X, Y)$ of $\mathcal{S}$-differentiable functions at $x_{0}$, by:
$\mathcal{S}_{x_{0}}(X, Y)=\left\{f: U \rightarrow Y \mid U\right.$ open neighbourhood of $x_{0}$ in $X, \exists T \in L(X, Y)$ such that (1) is fullfilled $\forall S \in \mathcal{S}\}$.

For the classes of Definition 3.1, more specifically, when $\mathcal{S}=\mathcal{S}_{(m, n)}$ we put $\mathcal{S}_{x_{0}}(X, Y)=(m, n)_{x_{0}}(X, Y)$
when $\mathcal{S}=\mathcal{S}_{(m, n)}^{1}$ we put $\mathcal{S}_{x_{0}}(X, Y)=(m, n)_{x_{0}}^{1}(X, Y)$
when $\mathcal{S}=\mathcal{S}_{(m, X)}$ we put $\mathcal{S}_{x_{0}}(X, Y)=(m, X)_{x_{0}}(X, Y)$
when $\mathcal{S}=\mathcal{S}_{(m, X)}^{1}$ we put $\mathcal{S}_{x_{0}}(X, Y)=(m, X)_{x_{0}}^{1}(X, Y) \forall m, n \in N_{X}, m \leq n$.
Let us put also $\mathcal{S}_{x_{0}}(X, Y)=(X, X)_{x_{0}}(X, Y)$ if $\mathcal{S}=\mathcal{S}_{(X, X)}$.
From what we have observed above about the inclusion of classes we can see that $(m, X)_{x_{0}}(X, Y) \subset(m, n)_{x_{0}}(X, Y) \subset(m, n)_{x_{0}}^{1}(X, Y)$ and $(m, X)_{x_{0}}(X, Y) \subset(m, X)_{x_{0}}^{1}(X, Y) \subset(m, n)_{x_{0}}^{1}(X, Y)$, also $(n, n)_{x_{0}}(X, Y)=(n, n)_{x_{0}}^{1}(X, Y) \quad \forall m, n \in N_{X}, m \leq n$.
The unicity of operator $T \in L(X, Y)$ when (1) is satisfied $\forall S \in \mathcal{S}$, for $\mathcal{S}$ given in Definition 3.1, will be shown in the next proposition, where we will see that $T=\delta f\left(x_{0},.\right)$, the $G$-derivative of $f$ at $x_{0}$. When $f$ is $\mathcal{S}$ differentiable at $x_{0}$ we call $T=\mathcal{S}_{d f}\left(x_{0}\right)=\mathcal{S}_{f^{\prime}}\left(x_{0}\right)$, the $\mathcal{S}$-derivative of $f$ at $x_{0}$.
The next proposition characterizes Gateaux and Fréchet differentiabilities.
Proposition 3.1. a) $G_{x_{0}}(X, Y)=(1,1)_{x_{0}}(X, Y)$
b) $F_{x_{0}}(X, Y)=(X, X)_{x_{0}}(X, Y)$
c) Let $\mathcal{S}$ be one of the classes given in Definition 3.1, then
$F_{x_{0}}(X, Y) \subset \mathcal{S}_{x_{0}}(X, Y) \subset G_{x_{0}}(X, Y)$ and if $f \in \mathcal{S}_{x_{0}}(X, Y)$ and $T \in$ $L(X, Y)$ is such that (1) is fulfilled $\forall S \in \mathcal{S}$, then $T=\delta f\left(x_{0},.\right)$, the $G$ derivative of $f$ at $x_{0}$.

Proof. a) For $S \in \mathcal{S}_{(1,1)}$ we have $\exists v \in X,\|v\|=1, \exists V \subset \mathbb{R}$ open neighbourhood of $0 \in \mathbb{R}$ such that $S=\{t v \in X \mid t \in V\}$. Then we see that:
$\exists T \in L(X, Y) \mid(1)$ is true for $f$ through $S, \forall S \in \mathcal{S}_{(1,1)} \Leftrightarrow$
$\exists T \in L(X, Y) \left\lvert\, \lim _{t \rightarrow 0} \frac{f\left(x_{0}+t v\right)-f\left(x_{0}\right)-t T v}{t}=0\right., \forall v \in X,\|v\|=1 \Leftrightarrow$
$\delta f\left(x_{0},.\right)=T \in L(X, Y) . \quad$ So, $f \in(1,1)_{x_{0}}(X, Y) \Leftrightarrow f \in G_{x_{0}}(X, Y)$.
b) If $S \in \mathcal{S}_{(X, X)}$ then $S$ is an open neighbourhood of 0 , thus:
$f \in(X, X)_{x_{0}}(X, Y) \Leftrightarrow \exists T \in L(X, Y) \mid$ (1) is true for $f$ through $S, \forall S$ open neighbourhood of $0 \Leftrightarrow f \in F_{x_{0}}(X, Y)$.
c) If $f \in F_{x_{0}}(X, Y)$ then (1) is satisfied for $f$ with $T=f^{\prime}\left(x_{0}\right) \in L(X, Y)$, through $S, \forall S$ open neighbourhood of 0 .
Since, for $\hat{S} \in \mathcal{S}$, we have $\hat{S} \subset X$ and $X$ is an open neighbourhood of 0 , by Lemma 2.2, we see that (1) is satisfied for $f$ with $T=f^{\prime}\left(x_{0}\right)$, through $\hat{S}, \forall \hat{S} \in \mathcal{S}$. Then $f \in \mathcal{S}_{x_{0}}(X, Y)$.
To see that $\mathcal{S}_{x_{0}}(X, Y) \subset G_{x_{0}}(X, Y)$ it is sufficient to show that $(m, n)_{x_{0}}^{1}(X, Y) \subset G_{x_{0}}(X, Y) \quad \forall m, n \in N_{X}, m \leq n$, taking in view the inclusions mencioned after Definition 3.2.
We will show first that given $\hat{S} \in \mathcal{S}_{(1,1)}, \exists S \in \mathcal{S}_{(m, n)}^{1}$ such that $\hat{S} \subset S$.
For $\hat{S} \in \mathcal{S}_{(1,1)}$ we have $\exists v \in X,\|v\|=1, \exists V \subset \mathbb{R}$ open neighbourhood of 0 in $\mathbb{R}$ such that $\hat{S}=\{t v \in X \mid t \in V\}$.

Let $E_{1}=<\{v\}>$ be the one dimensional subspace of $X$ generated by $v$, so $\hat{S} \subset E_{1}$. We take then $E_{m}, E_{n}$ subspaces of $X, \operatorname{dim} E_{m}=m, \operatorname{dim} E_{n}=n$, such that $E_{1} \subset E_{m} \subset E_{n} \subset X$ and define $\gamma: E_{m} \rightarrow E_{n}$ as the inclusion (which is $C^{1}$-embedding) and set $S=\gamma\left(E_{m}\right)=E_{m}$. Then $\hat{S} \subset S$ and $S \in \mathcal{S}_{(m, n)}^{1}$. Now if $f \in(m, n)_{x_{0}}^{1}(X, Y)$ we have that (1) is fullilled for $f$, for some $T \in L(X, Y), \forall S \in \mathcal{S}_{(m, n)}^{1}$. In particular, by Lemma 2.2, (1) is fulfilled also through $\hat{S}, \forall \hat{S} \in \mathcal{S}_{(1,1)}$. Then $f \in G_{x_{0}}(X, Y)$ and $T=\delta f\left(x_{0},.\right)$.

In Proposition 4.5 of the next section we will relate Gateaux-differentiability with some "vias" whose class of embedded submanifolds is $\mathcal{S}_{(1,1)}$ and we will relate Fréchet-differentiability with some "vias" whose class of embedded submanifolds is $\mathcal{S}_{(X, X)}$. We show also there that the class of embedded submanifolds $\mathcal{S}_{(1, X)}$ will give Fréchet-differentiability too.
Let us do now the Hadamard-differentiability characterization:
Theorem 3.1. $f \in H_{x_{0}}(X, Y) \Leftrightarrow f$ satisfies $(\mathcal{O})_{x_{0}}$ and $f \in(1, X)_{x_{0}}^{1}(X, Y)$.
Proof. There is no loss of generality in considering $x_{0}=0$ and $f\left(x_{0}\right)=0$. a) Suppose $f \in(1, X)_{x_{0}}^{1}(X, Y)$ with $(\mathcal{O})_{x_{0}}$ satisfied by $f$ and $f \notin H_{x_{0}}(X, Y)$.
Now, $f \notin H_{x_{0}}(X, Y) \Rightarrow \forall T \in L(X, Y), \exists v \in X, \exists \varepsilon_{0}>0 \mid \forall \delta>0$, $\exists t_{\delta} \in \mathbb{R}, 0<\left|t_{\delta}\right|<\delta, \exists l_{\delta} \in X, 0 \leq| | l_{\delta} \|<\delta$ such that we have

$$
\begin{equation*}
\frac{\left\|f\left(t_{\delta} v+t_{\delta} l_{\delta}\right)-T\left(t_{\delta} v\right)\right\|}{\left|t_{\delta}\right|} \geq \varepsilon_{0} \tag{2}
\end{equation*}
$$

For $T={ }^{\mathcal{S}_{(1, X)}^{1}} d f(0)$, take $v \in X$ and $\varepsilon_{0}>0$ as the ones given by (2).
We can construct sequences $\left\{\delta_{i}\right\}_{i \in \mathbb{N}},\left\{t_{\delta_{i}}\right\}_{i \in \mathbb{N}}$ and $\left\{l_{\delta_{i}}\right\}_{i \in \mathbb{N}}, t_{\delta_{i}}, l_{\delta_{i}}$, given by (2) where $\delta=\delta_{i}$, that obey $0<\delta_{i+1}<\frac{\left|t_{\delta_{i}}\right|}{2}<\frac{\delta_{i}}{2}$.

Now, by Proposition 3.1 (c), $f$ is Gateaux differentiable at 0 and, consequently, there are at most finitely many indexes $i$ for which $l_{\delta_{i}}=0$.
From these sequences we can choose subsequences $\left\{\delta_{i_{j}}\right\}_{j \in \mathbb{N}}$ and $\left\{l_{\delta_{i_{j}}}\right\}_{j \in \mathbb{N}}$ such that all $t_{\delta_{i_{j}}}$ have same sign, say, all of them are positive, and $l_{\delta_{i_{j}}} \neq 0$. Rename these subsequences and call them simply $\left\{t_{n}\right\}_{n \in \mathbb{N}},\left\{\delta_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{l_{n}\right\}_{n \in \mathbb{N}}$. Clearly, $\left\{\delta_{n}\right\} \downarrow 0,\left\{t_{n}\right\} \downarrow 0$ with $t_{n+1}<\frac{t_{n}}{2}$, and $\left\{l_{n}\right\} \rightarrow 0$ as $n \rightarrow \infty$.
Observe that $v \neq 0$ since $v=0$ implies $\frac{\left\|f\left(t_{n} l_{n}\right)\right\|}{\left\|t_{n} l_{n}\right\|} \geq \frac{\varepsilon_{0}}{\left\|l_{n}\right\|} \rightarrow \infty$ as $n \rightarrow \infty$, a contradiction with the fact that $f$ obeys $(\mathcal{O})_{0}$.
Define $h_{j}=t_{j} v+t_{j} l_{j}$ and $v_{j+1}=\frac{\left(h_{j}-h_{j+1}\right)}{t_{j}-t_{j+1}}$ for all $j \in \mathbb{N}$.

Let $\left\{z_{j}\right\}_{j \in \mathbb{N}^{*}}$ be a sequence such that $0<z_{j} \leq t_{j-1}-t_{j}$ for all $j \in \mathbb{N}^{*}$.
Now $v_{j}=v+\frac{t_{j} l_{j}-t_{j-1} l_{j-1}}{t_{j}-t_{j-1}}$ and

$$
\left.\frac{\left\|t_{j} l_{j}-t_{j-1} l_{j-1}\right\|}{\left|t_{j}-t_{j-1}\right|} \leq \frac{t_{j}\left\|l_{j}\right\|}{t_{j-1}-t_{j}}+\frac{\left\|l_{j-1}\right\|}{1-\frac{t_{j}}{t_{j-1}}} \leq\left\|l_{j}\right\|+2 \right\rvert\,\left\|l_{j-1}\right\| \rightarrow 0
$$

as $j \rightarrow \infty$, i.e., $\quad v_{j} \rightarrow v$ as $j \rightarrow \infty$.
Construct the polygonal $\tilde{\gamma}(t)=\frac{t_{j}-t}{t_{j}-t_{j+1}} h_{j+1}+\frac{t-t_{j+1}}{t_{j}-t_{j+1}} h_{j}$
for $t_{j+1} \leq t \leq t_{j}, j \in \mathbb{N}$ and $\tilde{\gamma}(t)=t v$ for $t \leq 0$.
Since $\frac{\tilde{\gamma}(t)}{t}-v=\frac{t_{j} t_{j+1}\left(l_{j+1}-l_{j}\right)+t\left(t_{j} l_{j}-t_{j+1} l_{j+1}\right)}{t\left(t_{j}-t_{j+1}\right)}$,

$$
\left\|\frac{\tilde{\gamma}(t)}{t}-v\right\| \leq
$$

$$
\frac{\left(t_{j} t_{j+1}\right)\left(\left\|l_{j+1}\right\|+\left\|l_{j}\right\|\right)}{t_{j+1}\left(\frac{t_{j}}{2}\right)}+\frac{t_{j}\left(\left\|l_{j}\right\|+\left\|l_{j+1}\right\|\right)}{\left(\frac{t_{j}}{2}\right)}=4\left(\left\|l_{j}\right\|+\left\|l_{j+1}\right\|\right) \rightarrow 0
$$

as $j \rightarrow \infty$ and we have that $\lim _{t \rightarrow 0^{+}} \frac{\tilde{\gamma}(t)}{t}=v$.
Now, to avoid corners at $\tilde{\gamma}\left(t_{j}\right)=h_{j}$ for $j \in \mathbb{N}^{*}$ we "smooth" the polygonal $\tilde{\gamma}(t)$, i.e., we replace $\tilde{\gamma}$ by $\gamma$ of class $C^{1}$ such that $\gamma\left(t_{j}\right)=\tilde{\gamma}\left(t_{j}\right)$ for all $j \in \mathbb{N}$.
Let $\tilde{\gamma}_{j}(t)=\frac{t_{j}-t}{t_{j}-t_{j+1}} h_{j+1}+\frac{t-t_{j+1}}{t_{j}-t_{j+1}} h_{j}$;
$\gamma_{j}(t)=\tilde{\gamma}_{j}(t)+\left(t-t_{j}\right)\left(\frac{t-t_{j}-z_{j}}{z_{j}}\right)^{2}\left(v_{j+1}-v_{j}\right)$ for all $t \in \mathbb{R}$ and take

$$
\gamma(t)= \begin{cases}\gamma_{j}(t) & t \in\left[t_{j}, t_{j}+z_{j}\right] \\ \tilde{\gamma}(t) & \text { otherwise }\end{cases}
$$

We have
$\gamma^{\prime}(t)= \begin{cases}v_{j}+\left(\frac{t-t_{j}-z_{j}}{z_{j}}\right)\left(\frac{3\left(t-t_{j}\right)-z_{j}}{z_{j}}\right)\left(v_{j+1}-v_{j}\right) & \text { if } t \in\left[t_{j}, t_{j}+z_{j}\right] \\ \tilde{\gamma}^{\prime}(t) & \text { otherwise. }\end{cases}$
Now, it is easy to verify that $\gamma^{\prime}\left(t_{j}\right)=\lim _{t \rightarrow t_{j}} \gamma^{\prime}(t)=v_{j+1}$ and $\gamma^{\prime}\left(t_{j}+z_{j}\right)=$ $\lim _{t \rightarrow t_{j}+z_{j}} \gamma^{\prime}(t)=v_{j}$, whatever the choice of $\left\{z_{j}\right\}_{j \in \mathbb{N}^{*}}$ is.
Consequenlty, $\gamma$ is $C^{1}$ on $\left(0, t_{1}\right)$.
Observe that
$\|\gamma(t)-\tilde{\gamma}(t)\| \leq\left|t-t_{j}\right|\left(\frac{t-t_{j}-z_{j}}{z_{j}}\right)^{2}\left\|v_{j+1}-v_{j}\right\| \leq\left|t-t_{j}\right|\left\|v_{j+1}-v_{j}\right\|$ for all $t \in\left[t_{j}, t_{j}+z_{j}\right]$ and $\|\gamma(t)-\tilde{\gamma}(t)\|=0$ for all $t \in\left(z_{j}+t_{j}, t_{j-1}\right]$. We also have
$\left\|\gamma^{\prime}(t)-\tilde{\gamma}^{\prime}(t)\right\| \leq\left|\frac{t-t_{j}-z_{j}}{z_{j}}\left\|\left|\frac{3\left(t-t_{j}\right)-z_{j}}{z_{j}}\right|\right\| v_{j+1}-v_{j}\|\leq 2\| v_{j+1}-v_{j} \|\right.$
for all $t \in\left(t_{j}, t_{j}+z_{j}\right]-\left\{t_{j-1}\right\}$ and $\left\|\gamma^{\prime}(t)-\tilde{\gamma}^{\prime}(t)\right\|=0$ for all $t \in\left(t_{j}+z_{j}, t_{j-1}\right)$.
In this way, we have $\|\gamma(t)-\tilde{\gamma}(t)\| \leq\left|t-t_{j}\right|\left\|v_{j+1}-v_{j}\right\| \rightarrow 0$ on $\left[t_{j}, t_{j}+z_{j}\right]$
and $\left\|\gamma^{\prime}(t)-\tilde{\gamma}^{\prime}(t)\right\| \leq 2\left\|v_{j+1}-v_{j}\right\| \rightarrow 0$ on $\left[t_{j}, t_{j}+z_{j}\right]-\left\{t_{j}, t_{j-1}\right\}$
since $\left\|v_{j+1}-v_{j}\right\| \rightarrow 0$ as $j \rightarrow \infty$.
So, we conclude that $\|\gamma(t)-\tilde{\gamma}(t)\| \rightarrow 0$ as $t \rightarrow 0^{+}$, i.e., $\gamma(t) \rightarrow 0$ as $t \rightarrow 0^{+}$and $\left\|\gamma^{\prime}(t)-\tilde{\gamma}^{\prime}(t)\right\| \rightarrow 0$ on $\left(0, t_{1}\right)-\left\{t_{j} \mid j \in \mathbb{N}\right\}$. Now, $\tilde{\gamma}^{\prime}(t)=v_{j}$ on $\left(t_{j}, t_{j-1}\right)$ and $v_{j} \rightarrow v$ which implies that $\gamma^{\prime}(t) \rightarrow v$ as $t \rightarrow 0$ through $\left(0, t_{1}\right)-\left\{t_{j} \mid j \in \mathbb{N}\right\}$.
Since $\gamma$ is $C^{1}$ on $\left(0, t_{1}\right)$ we have $\lim _{\substack{t \rightarrow 0+\\ t \in \mathbb{R}}} \gamma^{\prime}(t)=v$.
Note that $\gamma(0)=0, \lim _{t \rightarrow 0^{-}} \gamma(t)=\gamma(0)=\lim _{t \rightarrow 0^{+}} \gamma(t)$.
We also have $\lim _{t \rightarrow 0^{-}} \gamma^{\prime}(t)=v=\lim _{t \rightarrow 0^{+}} \gamma^{\prime}(t)$.
Now, $\gamma^{\prime}(0)=v$, since $\lim _{t \rightarrow 0^{-}} \frac{\gamma(t)-\gamma(0)}{t}=v$ and

$$
\lim _{t \rightarrow 0^{+}} \frac{\gamma(t)-\gamma(0)}{t}=\lim _{t \rightarrow 0^{+}} \frac{\gamma(t)-\tilde{\gamma}(t)}{t}+\lim _{t \rightarrow 0^{+}} \frac{\tilde{\gamma}(t)}{t}=v .
$$

The latter equality is due to the fact that $\lim _{t \rightarrow 0^{+}} \frac{\tilde{\gamma}(t)}{t}=v$ and,
$\left\|\frac{\gamma(t)-\tilde{\gamma}(t)}{t}\right\| \leq\left\|v_{j+1}-v_{j}\right\| \rightarrow 0$ as $j \rightarrow \infty$.
Thus, we have obtained $\gamma^{\prime}(0)=v$ and $\gamma$ is $C^{1}$ on $\left(-\infty, t_{1}\right)$.
Observe that if we were obliged to choose negative $t_{j}$ to form the initial sequence then we would have constructed, similarly, $\gamma:\left(t_{1}, \infty\right) \rightarrow X$.
Let $X=\langle\{v\}\rangle \oplus W$ and write $x=x_{1} v+w, w \in W$, the decomposition of $x$. Define $\hat{\pi}_{1}: X \rightarrow \mathbb{R}$ by $\hat{\pi}_{1}(x)=x_{1}$.
Since $\gamma^{\prime}(t) \rightarrow v$ as $t \rightarrow 0$ we have $\exists s_{1}, s_{2} \in \mathbb{R}, s_{1}<0<s_{2}$ such that $\hat{\pi}_{1}\left(\gamma^{\prime}(t)\right)>\frac{1}{2} \quad \forall t \in\left(s_{1}, s_{2}\right)$. Now, for all $t_{1}, t_{2} \in\left(s_{1}, s_{2}\right), t_{2}>t_{1}$ we have

$$
\begin{gathered}
\hat{\pi}_{1}\left(\gamma\left(t_{2}\right)-\gamma\left(t_{1}\right)\right)=\hat{\pi}_{1} \gamma\left(t_{2}\right)-\hat{\pi}_{1} \gamma\left(t_{1}\right)=\int_{t_{1}}^{t_{2}}\left(\hat{\pi}_{1} \gamma\right)^{\prime}(t) d t= \\
=\int_{t_{1}}^{t_{2}} \hat{\pi}_{1} \gamma^{\prime}(t) d t>\int_{t_{1}}^{t_{2}}\left(\frac{1}{2}\right) d t=\left(\frac{t_{2}-t_{1}}{2}\right)>0
\end{gathered}
$$

and, consequently, $\gamma\left(t_{2}\right) \neq \gamma\left(t_{1}\right)$, that is, $\gamma$ is injective on $\left(s_{1}, s_{2}\right)$.
Let $L \in \mathbb{N}$ be such that $t_{L}<s_{2}$. Clearly $\gamma:\left[-1, t_{L}\right] \rightarrow X$ is a continuous bijection over its image.

To prove that $\gamma^{-1}: \gamma\left(\left[-1, t_{L}\right]\right) \rightarrow\left[-1, t_{L}\right]$ is continuous just observe that all closed set $F \subset\left[-1, t_{L}\right]$ is compact and that its inverse image by $\left(\gamma^{-1}\right)$, i.e., $\gamma(F)$ is also a closed set, since it is the continuous image of a compact set.
So, we have obtained $\gamma:\left(-1, t_{L}\right) \rightarrow X$, a $C^{1}$-embedding such that $\gamma\left(t_{j}\right)=$ $h_{j}$ for all $j>L$. Then $S=\gamma\left(\left(-1, t_{L}\right)\right) \in \mathcal{S}_{(1, X)}^{1}$. Since $f$ is $\mathcal{S}_{(1, X)^{-}}^{1}$ differentiable at $0,(1)$ is valid for $f$ through $S$. Now, $\left\{h_{j} \mid j>L\right\} \subset S$ and $h_{j} \rightarrow 0$ as $j \rightarrow \infty$, so,

$$
\begin{aligned}
& 0=\lim _{j \rightarrow \infty} \frac{f\left(h_{j}\right)-T\left(h_{j}\right)}{\left\|h_{j}\right\|}= \\
& \lim _{j \rightarrow \infty}\left\{\left[\frac{f\left(t_{j} v+t_{j} l_{j}\right)-t_{j} T(v)}{t_{j}}\right] \frac{1}{\left\|v+l_{j}\right\|}-\frac{T\left(l_{j}\right)}{\left\|v+l_{j}\right\|}\right\} .
\end{aligned}
$$

Thus, $\lim _{j \rightarrow \infty} \frac{f\left(t_{j} v+t_{j} l_{j}\right)-t_{j} T(v)}{t_{j}}=0$, a contradiction with (2).
Thus $f \in H_{0}(X, Y)$.
b) Suppose $f \in H_{0}(X, Y)$ and let $T={ }^{H} f^{\prime}(0)$.

Let $S=\gamma(V) \in \mathcal{S}_{(1, X)}^{1}$ and $v=\gamma^{\prime}(0) \neq 0$. Define $l(t)=\frac{\gamma(t)}{t}-v$ so that $\gamma(t)=t v+t l(t)$.
Now, $\lim _{t \rightarrow 0} \frac{\gamma(t)}{t}=\gamma^{\prime}(0)=v$ and we have $\lim _{t \rightarrow 0} l(t)=0$. So,

$$
\begin{gathered}
\lim _{\substack{h \rightarrow 0 \\
h \in S}} \frac{f(h)-T(h)}{\|h\|}=\lim _{\substack{t \rightarrow 0 \\
t \in V}} \frac{f(\gamma(t))-T(\gamma(t))}{\|\gamma(t)\|}= \\
\lim _{\substack{t \rightarrow 0 \\
t \in \mathbb{R}}} \frac{f(t v+t l(t))-T(t v)-t T(l(t))}{t} \frac{t}{|t|\|v+l(t)\|}= \\
\lim _{\substack{t \rightarrow 0 \\
t \in \mathbb{R}}}\left[\frac{f(t v+t l(t))-t T(v)}{t} \frac{t}{|t|\|v+l(t)\|}-T(l(t)) \frac{t}{|t|\|v+l(t)\|}\right]=0,
\end{gathered}
$$

due to the existence of a neighbourhood of $0 \in \mathbb{R}$ for which $1 /\|v+l(t)\|$ is limited, as a consequence of $v \neq 0$ and $l(t) \rightarrow 0$ as $t \rightarrow 0$, and also to the facts that $T(l(t)) \rightarrow 0$ and $\frac{f(t v+t l(t))-t T(v)}{t} \rightarrow 0$, by virtue of $f \in H_{0}(X, Y)$,
as $t \rightarrow 0$.
So we proved that $f \in(1, X)_{0}^{1}(X, Y)$ with ${ }^{S_{(1, X)}^{1}} f^{\prime}(0)={ }^{H} f^{\prime}(0)$ and since $f \in H_{0}(X, Y)$, we have that $f$ satisfies $(\mathcal{O})_{0}$.

Now we present some results that lead us to conclude that
$(n, X)_{x_{0}}^{1}(X, Y)=(1, X)_{x_{0}}^{1}(X, Y) \forall n \in N_{X}$, and then, by the previous theorem, this set, together with property $(\mathcal{O})_{x_{0}}$, will characterize Hadamarddifferentiability.

Theorem 3.2. For $m, n \in N_{X}, m \leq n$, we have $(n, X)_{x_{0}}^{1}(X, Y) \subset$ $(m, X)_{x_{0}}^{1}(X, Y)$.

Proof. Let $\hat{S} \in \mathcal{S}_{(m, X)}^{1}$, so $\hat{S}$ is written as $\hat{S}=\gamma(V), \gamma: V \subset \mathbb{R}^{m} \rightarrow X$ $C^{1}$-embedding, $V$ open neighbourhood of 0 in $\mathbb{R}^{m}, \gamma(0)=0$. Let $M=$ $\gamma^{\prime}(0)\left(\mathbb{R}^{m}\right)$ the tangent space of $\hat{S}$ at 0 and write $X=M \oplus W$ (this is possible by Hahn-Banach Theorem, since $\operatorname{dim} M=m<\infty)$. So $\forall x \in X, \exists$ ! $\left(x_{1}, x_{2}\right) \in M \times W \mid x=x_{1}+x_{2}$. Let $\pi_{i}(x)=x_{i}, i=1,2$.
Define $\phi: U \subset X \rightarrow X$, where $U=\gamma^{\prime}(0)(V)+W$ by $\phi(x)=\gamma\left(\Gamma x_{1}\right)+x_{2}$, where $\Gamma=\left[\gamma^{\prime}(0)\right]^{-1} \in L\left(M, \mathbb{R}^{m}\right)$. Now $\phi$ is of class $C^{1}$ on $U$ in Fréchet sense, since it is a composition of functions of this kind. Moreover $\phi^{\prime}(x)=\gamma^{\prime}\left(\Gamma x_{1}\right) \circ \Gamma \circ \pi_{1}+\pi_{2}$, thus $\phi^{\prime}(0)=\gamma^{\prime}(0) \circ \Gamma \circ \pi_{1}+\pi_{2}=\pi_{1}+\pi_{2}=I$, the identity on $X$.
Inverse Function Theorem, for Banach spaces, guaranties the existence of $\tilde{U} \subset U, 0 \in \tilde{U}$ open set of $X$ such that $\phi: \tilde{U} \rightarrow \phi(\tilde{U})$ is a $C^{1}$-diffeomorphism. Now, $\phi(U \cap M)=\phi\left(\gamma^{\prime}(0) V\right)=\gamma\left(\Gamma\left(\gamma^{\prime}(0) V\right)\right)=\gamma(V)=\hat{S} \subset$ $\phi(U)$; and if $N \supset M$ is a subspace of $X, \operatorname{dim} N=n$, we have $\phi(U \cap N) \supset \hat{S}$. Letting $\tilde{V}=\Gamma(\tilde{U} \cap M)$ we have $0 \in \tilde{V} \subset V \subset \mathbb{R}^{m}$ and $\gamma(\tilde{V})=\phi(\tilde{U} \cap M) \subset$ $\phi(\tilde{U} \cap N)$.
The set $S=\phi(\tilde{U} \cap N) \in \mathcal{S}_{(n, X)}^{1}$ since $\tilde{U} \cap N$ is an open set of $N, 0 \in \tilde{U} \cap N$ and $\left.\phi\right|_{U \tilde{U}_{\cap N}}$ is a $C^{1}$-embedding.
So, if $f \in(n, X)_{x_{0}}^{1}(X, Y)$ then (1) is true for $f$ through $S$ and, consequently, (1) is true through $\gamma(\tilde{V}) \subset S$. Now since $\gamma(\tilde{V})$ is an open set in $\hat{S}=$ $\gamma(V)$, by Lemma $2.2,(1)$ is valid through $\hat{S}$, too. This means that $f \in$ $(m, X)_{x_{0}}^{1}(X, Y)$.
The next definition will give us a new characterization for $\mathcal{S}$-differentiability. Let us fix $\mathcal{S} \subset \mathcal{P}(X)$ one of the classes of embedded manifolds given in Definition 3.1.

Definition 3.3. We will call a set $W \subset X$ an $\mathcal{S}$-type union if and only if $W=\bigcup_{S \in \mathcal{S}} V_{s}$, where, for each $S \in \mathcal{S}, V_{s}$ is a neighbourhood of 0 in $S$.

Using this definition, $\mathcal{S}$-differentiability at $x_{0}$ may be interpreted in the following way:

Proposition 3.2. $f \in \mathcal{S}_{x_{0}}(X, Y)$ with ${ }^{\mathcal{S}} d f\left(x_{0}\right)=T$ if and only if we have $\forall \varepsilon>0, \exists W \subset X$, an $\mathcal{S}$-type union $\mid \forall h \in W$,

$$
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)-T h\right\| \leq \varepsilon\|h\|
$$

Proof. Since the limit (1) through $S \in \mathcal{S}$ means $\forall \varepsilon>0, \exists V_{s}$ neighbourhood of 0 in $S$ such that $\left(h \in V_{s}, h \neq 0\right) \Longrightarrow\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)-T . h\right\|<\varepsilon\|h\|$, the proof is immediate.
Proposition 3.3. (a) The statements (i) and (ii) are equivalent
(i) If $W \subset X$ is an $\mathcal{S}$-type union then $W$ is a neighbourhood of 0 in $X$.
(ii) $\mathcal{S}_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$.
(b) If $\mathcal{S}_{x_{0}}(X, Y) \neq F_{x_{0}}(X, Y)$ we can find functions $f, g$ both in $\mathcal{S}_{x_{0}}(X, Y)$ but not in $F_{x_{0}}(X, Y)$ such that $f$ satisfies $(\mathcal{O})_{x_{0}}$ and $g$ doesn't satisfy $(\mathcal{O})_{x_{0}}$.
Proof. To see that $(i) \Longrightarrow(i i)$, let $f \in \mathcal{S}_{x_{0}}(X, Y)$. Then, $\forall \varepsilon>0, \exists W \subset X$ an $\mathcal{S}$-type union such that (3) is fulfilled with $T=\mathcal{S}_{d f}\left(x_{0}\right)$. Now, by (i), $W$ is a neighbourhood of 0 in $X$ which implies that (1) is valid for $h \rightarrow 0, h \in X$. Then $f \in F_{x_{0}}(X, Y)$.
To see now that (ii) $\Longrightarrow$ (i) and also (b), let us suppose that there is an $\mathcal{S}$-type union $W \subset X$ which is not a neighbourhood of 0 in $X$. We can choose a sequence $\left\{h_{n}\right\}_{n \in \mathbb{N}}, h_{n} \in X-W$ with $h_{n} \rightarrow 0$ when $n \rightarrow \infty$. Let $y, y_{n} \in Y$ be such that $\|y\|=1,\left\|y_{n}\right\|=\left\|h_{n}\right\|, \quad \forall n \in \mathbb{N}$, and let us define the functions $f, g: X \rightarrow Y$ by $f\left(x_{0}+h_{n}\right)=y_{n}, g\left(x_{0}+h_{n}\right)=y, \forall n \in \mathbb{N}$, and $f(x)=g(x)=0$ otherwise. We have $f, g \in \mathcal{S}_{x_{0}}(X, Y)$ since $f=g=0$ on $x_{0}+W$ and then, for all $\varepsilon>0, W$ is an $\mathcal{S}$-type union for which (3) is valid with $T=0$ for both $f$ and $g$. Now we see that $f$ satisfies $(\mathcal{O})_{x_{0}}$ and $g$ doesn't satisfy $(\mathcal{O})_{x_{0}}$ and both $f$ and $g$ are not Fréchet-differentiable at $x_{0}$ ( $g$ is not even continuous at $x_{0}$ ).
The next two corollaries of Theorem 3.1 are, by their own, interesting results of differential topology.
Corollary 3.1. If $\operatorname{dim} X<\infty$ and $W$ is an $\mathcal{S}_{(1, X)}^{1}$ type union then $W$ is a neigbourhood of 0 in $X$.
Proof. If $W$ is an $\mathcal{S}_{(1, X)}^{1}$ type union which is not a neighbourhood of 0 in $X$, we can find $f \in(1, X)_{x_{0}}^{1}(X, Y), f$ satisfies $(\mathcal{O})_{x_{0}}$, with $f \notin F_{x_{0}}(X, Y)$ (Proposition 3.3). But, by Theorem 3.1, we have $f \in H_{x_{0}}(X, Y)$ and with the fact that $\operatorname{dim} X<\infty$ we have $f \in F_{x_{0}}(X, Y)$ (Proposition 2.1(c)), a contradiction.
Corollary 3.2. Given a sequence $\left\{h_{j}\right\}_{j \in \mathbb{N}}, h_{j} \in \mathbb{R}^{n}, h_{j} \rightarrow 0$ as $j \rightarrow \infty$, we can choose from $\left\{h_{j}\right\}_{j \in \mathbb{N}}$ a subsequence that is contained in the image $S$ of a $C^{1}$-embedding curve, that is, contained in some $S \in \mathcal{S}_{(1, n)}^{1}$.
Proof. It is sufficient to give the proof for the case when $\left\{j \in \mathbb{N} \mid h_{j}=0\right\}$ is finite and we can suppose, taking a subsequence, that $h_{j} \neq 0 \quad \forall j \in \mathbb{N}$.

If each and every $S \in \mathcal{S}_{(1, n)}^{1}$ contains only a finite number of points $h_{j}$ then we can choose $V_{S}$, neighbourhood of 0 in $S$, such that $V_{S}$ does not contain any of the points of the sequence $\left\{h_{j}\right\}_{j \in \mathbb{N}}$. Form $W$ the union of all such $V_{S}$, an $\mathcal{S}_{(1, n)}^{1}$ type union. Thus we arrive at the following contradiction: $W \cap\left\{h_{j} \mid j \in \mathbb{N}\right\}=\emptyset, h_{j} \rightarrow 0$, and, by corollary 3.1, $W$ is a neighbourhood of 0 in $\mathbb{R}^{n}$. So, there must exist at least one $S, S \cap\left\{h_{j} \mid j \in \mathbb{N}\right\}$ is inifnite.
Theorem 3.3. For each $n \in N_{X}$ we have $(n, X)_{x_{0}}^{1}(X, Y)=$ $(1, X)_{x_{0}}^{1}(X, Y)$.
Proof. We already know that $(n, X)_{x_{0}}^{1}(X, Y) \subset(1, X)_{x_{0}}^{1}(X, Y)$ (Theorem 3.2).

Let $S \in \mathcal{S}_{(n, X)}^{1}$, so $S=\gamma(V), V$ neighbourhood of 0 in $\mathbb{R}^{n}, \gamma: V \rightarrow X$ is a $C^{1}$-embedding in Fréchet sense.
Thus, there is a bijective correspondence between embedded $C^{1}$ curves through 0 in $V \subset \mathbb{R}^{n}$ and embedded $C^{1}$ curves through 0 in $S \subset X$. Since, by corollary 3.1, the intersection of an $\mathcal{S}_{(1, n)}^{1}$-type union in $\mathbb{R}^{n}$ with $V$ is a neighbourhood of 0 in $\mathbb{R}^{n}$, we have that an $\mathcal{S}_{(1, X)}^{1}$-type union in $X$ will contain a neighbourhood of 0 in $S$. This is so because $\gamma$ is an homeomorphism from $V$ on $S$.
Now let $f \in(1, X)_{x_{0}}^{1}(X, Y)$. Then, for all $\varepsilon>0$, relation (3) is valid for $f$ with $T={ }^{\mathcal{S}_{(1, X)}^{1}} d f\left(x_{0}\right)$ for some $W, \mathcal{S}_{(1, X)}^{1}$-type union. Since $W$ contains a neighbourhood of 0 in $S$, we have that (1) is valid for $f$, through $S$. Thus $f \in(n, X)_{x_{0}}^{1}(X, Y)$.
As, by Proposition 3.3, if $\mathcal{S}_{x_{0}}(X, Y) \neq F_{x_{0}}(X, Y)$ we have examples of $f \in \mathcal{S}_{x_{0}}(X, Y)$ that satisfies $(\mathcal{O})_{x_{0}}$ and $g \in \mathcal{S}_{x_{0}}(X, Y)$ which doens't satisfy $(\mathcal{O})_{x_{0}}$, with both $f$ and $g$ not $F$-differentiable at $x_{0}$; we could emphasize the property $(\mathcal{O})_{x_{0}}$ in any $\mathcal{S}$-differentiability by:
Definition 3.4. We will say that a function $f \in \mathcal{S}_{x_{0}}(X, Y)$ is strongly $\mathcal{S}$-differentiable at $x_{0}$, and write $f \in \underline{\mathcal{S}}_{x_{0}}(X, Y)$ if $f$ satisfies $(\mathcal{O})_{x_{0}}$.
Let us note that if $f \in \mathcal{S}_{x_{0}}(X, Y)$, and we take any $\mathcal{S}$-type union $W$ given in (3), for any $\varepsilon>0$, then the inequality $\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| \leq M\|h\|$ is satisfied for $h \in W$.
Proposition 3.3 says that if $\mathcal{S}_{x_{0}}(X, Y) \neq F_{x_{0}}(X, Y)$, then
$F_{x_{0}}(X, Y) \mp \underline{\mathcal{S}}_{x_{0}}(X, Y) \mp \mathcal{S}_{x_{0}}(X, Y)$.
We could also say that $\underline{F}_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$ and $\underline{H}_{x_{0}}(X, Y)=$ $H_{x_{0}}(X, Y)$ (Proposition 2.1(b)).
In this notation we have already proved:
Corollary 3.3. For each $n \in N_{X}$ we have $(n, X)_{x_{0}}^{1}(X, Y)=H_{x_{0}}(X, Y)$.

Corollary 3.4. If $\operatorname{dim} X<\infty$, for each $n \in N_{X}$ we have $(n, X)_{x_{0}}^{1}(X, Y)=$ $\underline{(n, X)}_{x_{0}}^{1}(X, Y)=H_{x_{0}}(X, Y)$.
Proof. If $f \in(n, X)_{x_{0}}^{1}(X, Y)$ then $f \in(1, X)_{x_{0}}^{1}(X, Y)$ (Theorem 3.2) and then there is some $W, \mathcal{S}_{(1, X)}^{1}$-type union, where condition $(\mathcal{O})_{x_{0}}$ is valid if we replace $h \in X$ by $h \in W$. But since $\operatorname{dim} X<\infty, W$ is a neighbourhood of 0 in $X \quad$ (Corollary 3.1), and then, for convenient $r>0, \quad h \in W$ with $\|h\|<r$ is the same as $h \in X$ with $\|h\|<r$; then $f$ satisfies $(\mathcal{O})_{x_{0}}$. Thus, $f \in \underline{(n, X)_{x_{0}}^{1}}(X, Y)=H_{x_{0}}(X, Y)$.

We want to show, as the last result of this section, that

$$
\begin{array}{r}
(1, X)_{x_{0}}^{1}(X, Y) \subset(n, n)_{x_{0}}(X, Y) \subset(m, m)_{x_{0}}(X, Y) \subset(1,1)_{x_{0}}(X, Y)  \tag{4}\\
\forall m, n \in N_{X}, \quad m \leq n .
\end{array}
$$

In the case $\operatorname{dim} X=n<\infty$ we have already seen that

$$
(1, X)_{x_{0}}^{1}(X, Y)=H_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)=(n, n)_{x_{0}}(X, Y)
$$

We will see that if $m<n$ we have $(n, n)_{x_{0}}(X, Y) \nsubseteq(m, m)_{x_{0}}(X, Y)$, and if $\operatorname{dim} X=\infty$ all inclusions in (4) are, actually, proper inclusions.

Proposition 3.4. (a) Let $m, n \in N_{X}, m \leq n$, then we have $(n, n)_{x_{0}}(X, Y) \subset(m, m)_{x_{0}}(X, Y)$ and if $m<n$ we have $(n, n)_{x_{0}}(X, Y) \neq(m, m)_{x_{0}}(X, Y)$.
(b) If $\operatorname{dim} X=\infty$ then $(1, X)_{x_{0}}^{1}(X, Y) \subset(n, n)_{x_{0}}(X, Y) \quad \forall n \in \mathbb{N}^{*}$.

Proof. Let $f \in(n, n)_{x_{0}}(X, Y)$. If $\hat{S} \in \mathcal{S}_{(m, m)}$ then $\hat{S}$ is an open neighbourhood of 0 in an $m$-dimensional subspace of $X$. Let $\left\{v_{1}, \ldots, v_{m}\right\}$ be a base for this subspace and let $\left\{v_{m+1}, \ldots, v_{n}\right\}$ be such that $\left\{v_{1}, \ldots, v_{n}\right\}$ is linearly independent and write $S=\left\langle\left\{v_{1}, \ldots, v_{n}\right\}\right\rangle$ the subspace generated by $\left\{v_{1}, \ldots, v_{n}\right\}$. We have $\hat{S} \subset S$ and $S \in \mathcal{S}_{(n, n)}$. So (1) holds for $f$ through $S$ and, by Lemma 2.2 , through $\hat{S}$ too.
Thus $f \in(m, m)_{x_{0}}(X, Y)$.
Assume now $m<n$. Let $A \equiv \mathbb{R}^{n}, A \subset X$ and $\phi: \mathbb{R}^{n} \rightarrow A$ be an isomorphism.
Define $\gamma: \mathbb{R} \rightarrow \mathbb{R}^{n}$ by $\gamma(t)=\left(t, t^{2}, t^{3}, \ldots, t^{n}\right)$ and let $\varphi: X \rightarrow Y$ be such that $\| \varphi\left(x_{0}+\phi(\gamma(t))\|=\| \phi(\gamma(t)) \|, \quad \forall t \in \mathbb{R}\right.$, and $\varphi(x)=0$ otherwise.
For all subspace $S \subset A \subset X$ such that $\operatorname{dim} S=m<n$ let $L=\phi^{-1}(S) \subset$ $\mathbb{R}^{n}$. Clearly, $\operatorname{dim} L=m<n$ and we can choose $u=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n}-\{0\}$ such that $\langle u, v\rangle=0$ for all $v \in L$. Calling $j$ the first integer such that $u_{j} \neq 0$, we write
$\left\langle\gamma^{\prime}(t), u\right\rangle=\left(u_{1}+2 t u_{2}+\ldots+n t^{n-1} u_{n}\right)=t^{j-1}\left(j u_{j}+(j+1) u_{j+1} t+\ldots+n t^{n-j} u_{n}\right)$ and choose $\varepsilon>0$ such that the sign of $\left\langle\gamma^{\prime}(t), u\right\rangle$ is that of $u_{j} t^{j-1}$ on $(-\varepsilon, \varepsilon)$. Thus, 0 is the only solution for $\gamma(t) \in L, t \in(-\varepsilon, \varepsilon)$. This implies that
there exists $U_{L}$, neighbourhood of 0 in $L$ such that $U_{L} \cap \gamma(\mathbb{R})=\{0\}$ and, consequently, $U=\phi\left(U_{L}\right)$ is a neighbourhood of 0 in $S$ such that $U \cap \phi(\gamma(\mathbb{R}))=\{0\}$. Taking $T=0 \in L(X, Y)$, since $\varphi=0$ on $U,(1)$ is fulfilled for $\varphi$ through $S$. Now, since for all subspace $S \subset X$ with $\operatorname{dim} S=m$ we have $\operatorname{dim}(S \cap A) \leq m$, we conclude that $\varphi \in(m, m)_{x_{0}}(X, Y)$, with $\mathcal{S}_{(m, m)} d \varphi\left(x_{0}\right)=0$.
Now, if $\varphi \in(n, n)_{x_{0}}(X, Y)$, by Proposition 3.1 (c), we would have $\mathcal{S}_{(n, n)} d \varphi\left(x_{0}\right)=\mathcal{S}_{(m, m)} d \varphi\left(x_{0}\right)=0$. But (1) is not true for $\varphi$ with $T=0$ through $S=A \in \mathcal{S}_{(n, n)}$, since $\phi(\gamma(\mathbb{R})) \subset A$. Then $\varphi \notin(n, n)_{x_{0}}(X, Y)$.
(b) For $n \in N_{X}$, we have $\mathcal{S}_{(n, n)}=\mathcal{S}_{(n, n)}^{1} \subset \mathcal{S}_{(n, X)}^{1}$ and then $(n, X)_{x_{0}}^{1}(X, Y) \subset(n, n)_{x_{0}}(X, Y)$ but $(n, X)_{x_{0}}^{1}(X, Y)=(1, X)_{x_{0}}^{1}(X, Y)$ (Theorem 3.3).
So, if $\operatorname{dim} X=\infty$, we will have $(1, X)_{x_{0}}^{1}(X, Y) \subset(n, n)_{x_{0}}(X, Y) \quad \forall n \in$ $\mathbb{N}^{*}$.

We observe that the function $\varphi$ given in the proof of previous proposition satisfies conditions $(\mathcal{O})_{x_{0}}$, since $\| \varphi\left(x_{0}+\phi(\gamma(t))\|=\| \phi(\gamma(t)) \|\right.$ for $t \in \mathbb{R}$ and $\varphi(x)=0$ otherwise. We could give $g \in(m, m)_{x_{0}}(X, Y)$ with $g \notin$ $(n, n)_{x_{0}}(X, Y)$ such that $g$ doesn't satisty $(\mathcal{O})_{x_{0}}$ simply putting $\| g\left(x_{0}+\right.$ $\phi(\gamma(t)) \|=1 \forall t \in \mathbb{R}$ and $g(x)=0$ otherwise, for example. Then we see that, if $m<n, \underline{(n, n)_{x_{0}}}(X, Y) \varsubsetneqq(m, m)_{x_{0}}(X, Y) \quad$ and also
$(n, n)_{x_{0}}(X, Y)-\underline{(n, n)}_{x_{0}}(X, Y) \nsubseteq(m, m)_{x_{0}}(X, Y)-\underline{(m, m)}_{x_{0}}(X, Y)$.

## 4. The concept of "vias" and "via-differentiability"

We will extend, now, the ideas of previous section, by taking more general classes of embedded submanifolds of $X$, not restricted only to finite dimensions neither only to Fréchet-differentiability in the $C^{1}$ case. These classes will appear through the concept of "vias of Banach-space". Each via, let us call one by $\pi$, for example, will generate a class ${ }^{\pi} \mathcal{S}_{X}$ of embedded submanifolds of $X$, or simply $\mathcal{S}_{\pi}$, when $X$ is fixed, and a class $\pi_{x_{0}}(X, Y)$ of functions $f: U \subset X \rightarrow Y, U$ neighbourhood of $x_{0}$, which we will call the class of $\pi$-differentiable functions at $x_{0}$, exactly as in Definition 3.2, for $\mathcal{S}=\mathcal{S}_{\pi}$. In this case, $\mathcal{S}_{x_{0}}(X, Y)=\pi_{x_{0}}(X, Y)$. The classes of embedded submanifolds of the previous section (Definition 3.1) will be the classes determinated by some particular "vias".

We begin presenting a way of comparing Banach spaces. Let $A$ and $B$ be Banach spaces.

Definition 4.1. i) (Transport from $A$ into $B$ ). A linear continuous mapping $\psi: A \rightarrow B$ is a transport from $A$ into $B$ if and only if $\psi$ is injective
and $\psi(A)$ is a closed set in $B$. Whenever $\psi$ is a transport we may also say that $A$ is transported into $B$ by $\psi$.
The Open Mapping Theorem guaranties that $\psi$ is an isomorphism, i.e., linear homeomorphism, betweem the Banach spaces $A$ and $\psi(A) \subset B$. Observe that the composition of transports is still a transport.
ii) $(\underset{\leq}{\leq})$. We will write $A \stackrel{\sim}{\leq} B$ if and only if $A$ can be transported into $B$, i.e., there is $\psi: A \rightarrow B, \psi$ transport.

Since $\tilde{\sim}$ is reflexive and transitive, $\cong$ defined by $A \stackrel{\sim}{\equiv} B \Leftrightarrow(A \stackrel{\sim}{\leq} B \wedge B \stackrel{\sim}{\leq} A)$ is an equivalence relation. We will denote by $[\tilde{A}]$ the equivalence class modulo $\cong$ of $A$. Note that $\stackrel{\sim}{\leq}$ induces an order, $\leq$, in the set of classes defined by $[\tilde{A}] \leq[\tilde{B}] \Leftrightarrow A \tilde{\leq} B$. It is easily checked that $\leq$ is well defined and, it is an order relation. For simplicity of notation we will write $\leq$ instead of $\underset{\leq}{\leq}$ for Banach spaces too. The equivalence relation that will be used in this work is contained in $\cong$ and is given by:
iii) $A \equiv B \Leftrightarrow A$ and $B$ are isomorphic, i.e., there exists $\psi$ subjective transport from $A$ onto $B$.

Clearly, $A \equiv B \Rightarrow A \cong$. We observe that if $A$ and $B$ are Hilbert spaces then we have $A \cong B \Leftrightarrow A \equiv B$. We will denote $[A]$ the equivalence class of $A$ modulo $\equiv$. Observe that if $A \leq B$ and $\psi$ is a transport from $A$ into $B$ then $A \equiv \psi(A)$.

Proposition 4.1. Let be given non zero vectors $u, v \in X$. Then there is a transport $\psi: X \rightarrow X$ such that $\psi(u)=v$.

Proof. If $v=t u$ for some $t \in \mathbb{R}^{*}$ then take $\psi(x)=t x$. If $u$ and $v$ are linearly independent then, using Hahn-Banach Theorem, it is possible to choose $W$ a closed subspace of $X$ with co-dimension 2 such that $X=\langle\{u, v\}\rangle \oplus W$. Let $g$ be a transport from $\langle\{u, v\}\rangle$ onto $\langle\{u, v\}\rangle$ such that $g(u)=v$, a multiple of rotation for example. Now, take $\psi \in L(X, Y)$ given by $\psi(x)=g\left(x_{1}\right)+x_{2}$ where $x=x_{1}+x_{2}, x_{1} \in\langle\{u, v\}\rangle$ and $x_{2} \in W$.

Now we define what we will call a "via of Banach spaces". This definition is solely dependent on the equivalence classes of Banach spaces.

Definition 4.2. Let $A_{1}, B_{1}, \ldots, A_{k}, B_{k}, k \in \mathbb{N}^{*}$, be Banach spaces. The $k$-tuple of ordered pairs $\left(\left(\left[A_{1}\right],\left[B_{1}\right]\right), \ldots,\left(\left[A_{k}\right],\left[B_{k}\right]\right)\right)$ will be called a via of Banach spaces with length $k$ if and only if $A_{1} \leq B_{1} \leq \ldots \leq A_{k} \leq B_{k}$.
We will use the notation $\left(A_{1}, B_{1}\right)_{-} \ldots_{-}\left(A_{k}, B_{k}\right)$ for the via and will often denote vias by greek letters. Let $\pi$ be a via. Its length will be denoted by $l(\pi)$, its first element, $\left[A_{1}\right]$, by $\alpha(\pi)$ and its last element $\left[B_{k}\right]$ by $w(\pi)$.

Definition 4.3. Given a Banach space $A$, we say that a via $\pi$ is $A$ admissible if and only if $w(\pi) \leq A$.
Observe that, given vias $\pi_{1}, \ldots, \pi_{m}$, such that $\pi_{i}$ is $\alpha\left(\pi_{i+1}\right)$ admissible, $1 \leq$ $i \leq m-1$, we can form the via $\pi=\pi_{1-} \pi_{2} \ldots \pi_{m}$ in a natural way and we will have $l(\pi)=\sum_{i=1}^{m} l\left(\pi_{i}\right)$.

Now we are in position to define the concept of $\pi$-differentiability of a function $f: U \rightarrow Y$, at $x_{0} \in U, U$ open set in $X$ for an $X$-admissible via $\pi$. In the same way of the previous section, we are interested in the existence of a continuous linear operator $T \in L(X, Y)$, that we will call $\pi$-derivative ( $\pi$-differential) of $f$ at $x_{0}$, such that the relation (1) is fulfilled for $f$ through all sets $S \subset X$ that are characterized by the via $\pi$ as follows: If $\pi=(A, B)$ or $\pi=\sigma_{-}(A, B), \sigma$ an $A$-admissible via, the set $S$ is the transport into $X$ of the image of some embedding from $A$ to $B$. These embeddings are topological when $\pi=(A, B)$ or of class $C^{1}$, in the $\sigma$-differentiability sense, when $\pi=\sigma_{-}(A, B)$. These sets $S$ are said to be of type $\pi$.
The notions of $\pi$-differentiability on $\pi$-type sets are made precise in the following definition, where we used recursion over $k=l(\pi)$.

Definition 4.4. Let $f: U \rightarrow Y, x_{0} \in U$ open set of $X$ be given and $\pi$ be an $X$-admissible via with $l(\pi)=k$.
If $k=1, \pi=(A, B)$, we will say that $S \subset X$ is a set of type $\pi$ (or a $\pi$-type set) if and only if statement (i) holds and that $f$ is $\pi$-differentiable at $x_{0}$ if and only if statement (ii) holds.
(i) $\exists \psi: B \rightarrow X$ transport $\exists \gamma: U_{\gamma} \subset A \rightarrow B$ topological embedding, $0 \in U_{\gamma}$ open set of $A, \gamma(0)=0$, such that $S=\psi\left(\gamma\left(U_{\gamma}\right)\right)$.
(ii) $\exists T \in L(X, Y)$ such that relation (1) if fulfilled for $f$ with $T$ through $S$, for all $S \subset X, S$ a $\pi$-type set.
We will call the linear operator, $T, a \pi$-derivative of $f$ at $x_{0}$ or, equivalently, $a \pi$-differential of $f$ at $x_{0}$.
If $k>1$ let $\pi=\sigma_{-}(A, B), l(\sigma)=k-1$. By recursion we assume that all sets $\tilde{S} \subset \tilde{X}$ of type $\lambda$, for all Banach spaces $\tilde{X}$ and all $\tilde{X}$-admissible vias $\lambda$ with $l(\lambda)<k$, are already defined. Analogously, for all Banach spaces $\tilde{Y}$, we assume that the $\lambda$-differentiability of functions $g: U_{g} \subset \tilde{X} \rightarrow \tilde{Y}$ at $\tilde{x} \in U_{g}$ open set of $\tilde{X}$, are also already defined.
We will say that $S \subset X$ is of type $\pi$ (or a $\pi$-type set) if and only if relation (iii) holds.
(iii) item (i) with the additional conditions that $\forall u \in U_{\gamma}, \gamma$ is $\sigma$-differentiable at $u$ and that there is a continuous function $\Gamma: U_{\gamma} \rightarrow L(A, B)$ such that for all $u \in U_{\gamma}, \Gamma(u)$ is not only a $\sigma$-derivative of $\gamma$ at $u$ but also a transport from $A$ into $B$.

Having defined $\pi$-type sets, we define $\pi$-differentiability of $f$ at $x_{0}$ by (ii).
Observe that the definition of $\pi$-type sets for a given via $\pi$ does not depend on the particular Banach spaces that form the via but only on their equivalence classes. We will denote ${ }^{\pi} \mathcal{S}_{X}$ the class of $\pi$-type sets in $X$, and when $X$ is fixed, we can write simply $\mathcal{S}_{\pi}$.

Proposition 4.2 (Uniqueness). Under the same notation as in Definition 4.4, if $f$ is $\pi$-differentiable at $x_{0}$, the operator $T$ that appears in relation (ii) is unique.

Proof. Consequence of the following facts:
Every continuous linear function $f$ is $\pi$-differentiable at all points of its domain whatever the $X$-admissible via $\pi$ is, since $T=f$ is its $\pi$-differential. Given a via, $\pi=(A, B)$ or $\pi=\sigma_{-}(A, B)$, and a vector $v \in X, v \neq 0$, the straight line $\langle\{v\}\rangle$ is contained in a set $S=\psi(\gamma(A))$ for some transport $\gamma \in L(A, B)$ and $\psi$ from $B$ into $X$. Observe that $\gamma$ is $\sigma$-differentiable at $u, \forall u \in A$, and that $\psi$ is chosen, if necessary, as a composition of a transport from $B$ into $X$ and another transport from $X$ into $X$ where we use Proposition 4.1 to obtain $\langle\{v\}\rangle \subset S$.
Letting $T_{1}, T_{2} \in L(X, Y)$ satisfy (1), given an arbitrary $v \in X, v \neq 0$, take a $\pi$-type set $S$ such that $\langle\{v\}\rangle \subset S$. Then, by Lemma 2.2 , we have, for $i=1,2$

$$
\lim _{\substack{h \rightarrow 0 \\ h \in\langle\{v\}\rangle}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-T_{i}(h)}{\|h\|}=\lim _{\substack{h \rightarrow 0 \\ h \in S}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-T_{i}(h)}{\|h\|}=0 .
$$

Now, $h \rightarrow 0, h \in\langle\{v\}\rangle$ means $h=t v, t \in \mathbb{R}, t \rightarrow 0$ which implies $T_{1}(v)=$ $T_{2}(v)$ and $T_{1}=T_{2}$.

We will denote the $\pi$-derivative of $f$ at $x_{0}$ by ${ }^{\pi} f^{\prime}\left(x_{0}\right)$ or ${ }^{\pi} d f\left(x_{0}\right)$.
Definition 4.5. Let $\pi$ be an $X$-admissible via. The class of $\pi$-differentiable functions at $x_{0}$ is the set
$\pi_{x_{0}}(X, Y)=\left\{f: U \rightarrow Y \mid x_{0} \in U\right.$ open set of $X$ and $f$ is $\pi$-differentiable at $\left.x_{0}\right\}$.
Proposition 4.3 (Operation rules). With pointwise addition and scalar multiplication, $\pi_{x_{0}}(X, Y)$ is a real vector space and the operator $D_{x_{0}}$ defined by

$$
\dot{D}_{x_{0}}: \pi_{x_{0}}(X, Y) \rightarrow L(X, Y), D_{x_{0}}(f)=^{\pi} f^{\prime}\left(x_{0}\right), \text { is linear. }
$$

Proposition 4.4 (Leibniz rule.). Let $Y$ be a Banach Algebra and define the product of $f$ and $g$ in $\pi_{x_{0}}(X, Y)$ as the pointwise product. If $f$ or $g$ is continuous at $x_{0}$ then $f g \in \pi_{x_{0}}(X, Y)$ and

$$
{ }^{\pi} d(f g)\left(x_{0}\right)={ }^{\pi} d f\left(x_{0}\right) g\left(x_{0}\right)+f\left(x_{0}\right)^{\pi} d g\left(x_{0}\right) \in L(X, Y) .
$$

The proof of both propositions above follow the steps of the proofs of analogous propositions for Fréchet-differentiable functions, using the uniqueness of via derivate and Lemmas 2.1 and 2.2 for calculating limits through sets. For simplicity of notation when $\operatorname{dim} A=m<\infty$, that is $A \equiv \mathbb{R}^{m}$, we will denote the via $(A, B)$ by $(m, B)$. If $B \equiv \mathbb{R}^{n}, m \leq n$, we will simply write ( $m, n$ ).
Taking $\pi=(m, n)$ an $X$-admissible via (that is, $m, n \in N_{X}, m \leq n$ ), we see that $\mathcal{S}_{(m, n)}$ is exactly the same given in Definition 3.1. We can say the same for vias $(m, X)$ and $(X, X)$, that is, $\mathcal{S}_{(m, X)}$ and $\mathcal{S}_{(X, X)}$ are the same as the ones given in Definition 3.1.
Then the sets $(m, n)_{x_{0}}(X, Y),(m, X)_{x_{0}}(X, Y)$ and $(X, X)_{x_{0}}(X, Y)$ each one seen as the set of $\pi$-differentiable functions at $x_{0}$ for $\pi=(m, n), \pi=$ ( $m, X$ ) and $\pi=(X, X)$, respectively, are the same sets given in Definition 3.2.

To see that the other classes $\mathcal{S}$ given in Definition 3.1 are also the type sets of particular "vias" and to identify the corresponding vias, let us first show:

Proposition 4.5. For every Banach space $Y$ the following are valid:
i) The vias $U_{k}=(1,1)_{\ldots} \ldots(1,1)$ with $l\left(U_{k}\right)=k, k \in \mathbb{N}^{*}$, are all equivalent in the sense that $\left(U_{k}\right)_{x_{0}}(X, Y)=G_{x_{0}}(X, Y)$ with $U_{k} f^{\prime}\left(x_{0}\right)=\delta f\left(x_{0},.\right)$ for all $f \in\left(U_{k}\right)_{x_{0}}(X, Y)$. Moreover, $\pi_{x_{0}}(X, Y) \subset G_{x_{0}}(X, Y)$ for all $X$ admissible via $\pi$ and ${ }^{\pi} f^{\prime}\left(x_{0}\right)=\delta f\left(x_{0},.\right)$ for all $f \in \pi_{x_{0}}(X, Y)$.
ii) If $f \in\left(\pi_{1}\right)_{x_{0}}(X, Y) \cap\left(\pi_{2}\right)_{x_{0}}(X, Y)$ where $\pi_{1}$ and $\pi_{2}$ are $X$-admissible vias, then ${ }^{\pi_{1}} f^{\prime}\left(x_{0}\right)={ }^{\pi_{2}} f^{\prime}\left(x_{0}\right)$.
iii) The vias $(X, X), \sigma_{-}(X, X)$, where $\sigma$ is any $X$-admissible via, and $(1, X)$ are all equivalent, in the sense that $(1, X)_{x_{0}}(X, Y)=$ $\sigma_{-}(X, X)_{x_{0}}(X, Y)=(X, X)_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$, with ${ }^{(X, X)} f^{\prime}\left(x_{0}\right)=$ $f^{\prime}\left(x_{0}\right)$ for all $f \in(X, X)_{x_{0}}(X, Y)$. Moreover $F_{x_{0}}(X, Y) \subset \pi_{x_{0}}(X, Y)$ for all $X$-admissible via $\pi$.

Proof. i) $\forall k \in \mathbb{N}^{*}, S \subset X$ is a set of type $U_{k}$ if and only if $S$ is an open neighbourhood of 0 in some one-dimensional subspace of $X$, that is, $\mathcal{S}_{U_{k}}=\mathcal{S}_{(1,1)}$.
Then, from Proposition 3.1(a) we have $\left(U_{k}\right)_{x_{0}}(X, Y)=(1,1)_{x_{0}}(X, Y)=$ $G_{x_{0}}(X, Y)$. From uniqueness of $U_{k} f^{\prime}\left(x_{0}\right)$ we have ${ }^{U_{k}} f^{\prime}\left(x_{0}\right)=\delta f\left(x_{0},.\right)$.
Given $\pi$ an $X$-admissible via and $v \in X, v \neq 0$, choose a $\pi$-type set $S \subset X$ such that $\langle\{v\}\rangle \subset S$. Let $f \in \pi_{x_{0}}(X, Y)$ and $T=^{\pi} f^{\prime}\left(x_{0}\right)$. Then
$\lim _{\substack{h \rightarrow 0 \\ h \in S}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)-T(h)}{\|h\|}=0 \Longrightarrow \lim _{\substack{t \rightarrow 0 \\ t \in \mathbb{R}}} \frac{f\left(x_{0}+t v\right)-f\left(x_{0}\right)-t T(v)}{t}=0$
by Lemma 2.2, and so, $f \in G_{x_{0}}(X, Y)$ and $T=^{\pi} f^{\prime}\left(x_{0}\right)=\delta f\left(x_{0},.\right)$.

This completes the proof of (i) and it also proves (ii) since, under the hypothesis of item (ii), we have ${ }^{\pi_{1}} f^{\prime}\left(x_{0}\right)={ }^{\pi_{2}} f^{\prime}\left(x_{0}\right)=\delta f\left(x_{0},.\right)$.
iii) Since $\mathcal{S}_{(X, X)}=\mathcal{S}_{\sigma_{-}(X, X)}$ is the class of all open neighbourhood of 0 in $X$, we have $\sigma_{-}(X, X)_{x_{0}}(X, Y)=(X, X)_{x_{0}}(X, Y)$ and from Proposition 3.1 (b) we have $(X, X)_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$, and ${ }^{(X, X)} f^{\prime}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)$ $\forall f \in(X, X)_{x_{0}}(X, Y)$.
Now, given an $X$-admissible via $\pi$, using $\mathcal{S}=\mathcal{S}_{\pi}$ in the proof of Proposition 3.1 (c), we conclude that $F_{x_{0}}(X, Y) \subset \pi_{x_{0}}(X, Y)$.

Let us prove now that $(1, X)_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$.
We already have $F_{x_{0}}(X, Y) \subset(1, X)_{x_{0}}(X, Y)$.
Suppose that there is a function $f \in(1, X)_{x_{0}}(X, Y)$ which is not in $F_{x_{0}}(X, Y)$. Since $f$ is not Fréchet differentiable at $x_{0}$ we have $\forall T \in L(X, Y)$ $\exists \epsilon_{0}>0$ such that $\forall \delta>0, \exists h_{\delta} \in X, 0<\left\|h_{\delta}\right\|<\delta$ with

$$
\begin{equation*}
\frac{\left\|f\left(x_{0}+h_{\delta}\right)-f\left(x_{0}\right)-T\left(h_{\delta}\right)\right\|}{\left\|h_{\delta}\right\|} \geq \epsilon_{0} \tag{5}
\end{equation*}
$$

and, in particular, this statement is true for $T={ }^{(1, X)} f^{\prime}\left(x_{0}\right)$.
Construct $\left\{\delta_{i}\right\}_{i \in \mathbb{N}}$ a sequence of positive real numbers, $\delta_{i} \downarrow 0$, and a sequence of points $\left\{h_{i}\right\}_{i \in \mathbb{N}}, h_{i}=h_{\delta_{i}}$ in such a way that (5) is valid for all $i \in \mathbb{N}$ and $0<\delta_{i+1}<\left\|h_{\delta_{i}}\right\| / 2<\delta_{i} / 2$. This guaranties the monotonicity of the sequence $\left\{h_{i}\right\}_{i \in \mathbb{N}}$, i.e. $\left\|h_{i}\right\| \downarrow 0$.
Now observe that there can not be any vector $v \in X, v \neq 0$, such that the line $\langle\{v\}\rangle$ contains infinitely many points $h_{i}$, since the subspace $\langle\{v\}\rangle$ is of type $(1, X)$ and, being $f \in(1, X)_{x_{0}}(X, Y),(1)$ is valid for $f$ through $S=\langle\{v\}\rangle$ for all $v \in X, v \neq 0$. Take $u \in X, u \neq 0$ and $W \subset X$ such that $X=\langle\{u\}\rangle \oplus W$. Let

$$
X_{+}=\left\{t u+w \mid w \in W, t \in \mathbb{R}_{+}\right\} \text {and } X_{-}=\left\{t u+w \mid w \in W, t \in \mathbb{R}_{-}\right\} .
$$

Now, infinitely many $h_{i}$ must belong to either $X_{+}$or $X_{-}$. Without loss of generality suppose they are in $X_{+}$and rename them $h_{j}$ so that we write the sequence $\left\{h_{j}\right\}_{j \in \mathbb{N}} \subset X_{+}$.
Given $x, y \in X$. Let us denote the set $\{p x+(1-p) y \mid p \in[0,1]\}$ by $[x, y]$ and the open ball centered at $x$ with radius $r$ by $B(x, r)$.
Choose a subsequence $\left\{h_{j_{k}}\right\}_{k \in \mathbb{N}} \subset\left\{h_{j}\right\}_{j \in \mathbb{N}}$ such that $j_{1}=1$ and, for all $k \in \mathbb{N}^{*}, j_{k+1}$ is such that $0 \notin\left[h_{j_{k+1}}, h_{j_{k}}\right]$ and $B\left(0, \delta_{j_{k+1}}\right) \cap\left(\bigcup_{l=1}^{k-1}\left[h_{j_{l+1}}, h_{j_{l}}\right]\right)=$ $\emptyset$. This can be done because $\left\langle\left\{h_{j_{k}}\right\}\right\rangle$ contains at most finitely many point $h_{j}$ and, by construction, $\delta_{i} \downarrow 0$ and $\left\|h_{i}\right\| \downarrow 0$. For simplicity of notation, call $\left\{h_{j_{k}}\right\}_{k \in \mathbb{N}}$ simply $\left\{h_{m}\right\}_{m \in \mathbb{N}}$.
Now we can construct a polygonal $\gamma:(-1,1) \rightarrow X$ which image is the set $(-u, 0] \cup\left(\bigcup_{m=1}^{\infty}\left[h_{m}, h_{m+1}\right]\right)$ by writting $\gamma(t)=t u$ for $-1<t \leq 0$, and
for all $m \in \mathbb{N}^{*}, \gamma(t)=p_{m}(t) h_{m+1}+\left(1-p_{m}(t)\right) h_{m}$
where $p_{m}(t)=\frac{\frac{1}{m}-t}{\frac{1}{m}-\frac{1}{m+1}}$ for $\frac{1}{m+1} \leq t \leq \frac{1}{m}$.
Observe that, by construction, $(-u, 0] \subset X_{-} ;\left[h_{m+1}, h_{m}\right] \subset X_{+}$for all $m \in \mathbb{N}^{*}$ and, for all $m, l \in \mathbb{N}^{*}, m \neq l,\left[h_{m+1}, h_{m}\right] \cap\left[h_{l+1}, h_{l}\right] \subset\left\{h_{m+1}, h_{m}\right\}$, so that $\gamma$ has no self crossings.
Clearly, $\gamma(t) \rightarrow 0$ as $t \rightarrow 0$. Now, $\gamma$ is an homeomorphism over its image and, as we can take $\psi: X \rightarrow X$ the identity map, $S=\gamma((-1,1))$ is a set of type $(1, X)$.
On the other hand, (1) can not be true for $f$ through $S$ since $\left\{h_{m}\right\} \subset S$ and (5) holds for $h_{m}$. This is a contradiction with $f \in(1, X)_{x_{0}}(X, X)$.
So, $f$ is Fréchet differentiable at $x_{0}$ and we have $(1, X)_{x_{0}}(X, Y)=$ $F_{x_{0}}(X, Y)$.

Taking in view Proposition 4.5 (iii), we see that $(A, A)_{-}(A, B)$ and $\sigma_{-}(A, A)_{-}(A, B)$, with $B \leq X$, have the same class of embedded manifolds, precisely:
$\mathcal{S}_{(A, A)_{-}(A, B)}=\mathcal{S}_{\sigma_{-}(A, A)_{-}(A, B)}=\mathcal{S}_{(A, B)}^{1}=\left\{\psi\left(\gamma\left(U_{\gamma}\right)\right) \subset X \mid \psi\right.$ is a transport from $B$ into $X, \gamma: U_{\gamma} \subset A \rightarrow B, C^{1}$-embedding in Fréchet sense, $U_{\gamma}$ open neighbourhood of 0 in $A, \gamma(0)=0\}$.
Then, in particular, we have that the classes $\mathcal{S}_{(m, n)}^{1}$ and $\mathcal{S}_{(m, X)}^{1}$ given in Definition 3.1 (with $m, n \in N_{X} \quad m \leq n$ ), are the classes for the vias ( $m, m)_{-}(m, n)$ and $(m, m)_{-}(m, X)$ respectively.
Then the classes of functions $(m, n)_{x_{0}}^{1}(X, Y)$ and $(m, X)_{x_{0}}^{1}(X, Y)$ given in Definition 3.2 are the classes of functions ( $m, m)_{-}(m, n)$-differentiable at $x_{0}$ and $(m, m)_{-}(m, X)$-differentiable at $x_{0}$, respectively, that is:
$(m, n)_{x_{0}}^{1}(X, Y)=(m, m)_{-}(m, n)_{x_{0}}(X, Y)$ and
$(m, X)_{x_{0}}^{1}(X, Y)=(m, m)_{-}(m, X)_{x_{0}}(X, Y)$.
Now we see that all classes of differentiabilities of previous section are included and generalized with the concept of via-differentiability.
The notions of type unions and strong-differentiability are also generalized for vias following the same way of what was done in previous section.
We point out all this here.
Let $\pi$, an $X$-admissible via, be given:
Definition 4.6. We will call $W \subset X$ a $\pi$-type union if and only if $W$ is an $\mathcal{S}$-type union (see Definition 3.3) for $\mathcal{S}=\mathcal{S}_{\pi}$.

Proposition 4.6. $f \in \pi_{x_{0}}(X, Y)$ with ${ }^{\pi} d f\left(x_{0}\right)=T \in L(X, Y)$ if only if (3) is valid for $f$ with $\mathcal{S}=\mathcal{S}_{\pi}$, that is,
$\forall \epsilon>0, \exists W \subset X$ a $\pi$-type union $\mid \forall h \in W,\left\|f\left(x_{0}+h\right)_{-} f\left(x_{0}\right)-T h\right\| \leq \epsilon\|h\|$.
Proof. Same proof of Proposition 3.2.
Proposition 4.7. For every Banach space $Y$ we have:
(a) the statements (i) and (ii) are equivalent:
(i) If $W \subset X$ is a $\pi$-type union, then $W$ is a neighbourhood of 0 in $X$.
(ii) $\pi_{x_{0}}(X, Y)=F_{x_{0}}(X, Y)$.
(b) If $\pi_{x_{0}}(X, Y) \neq F_{x_{0}}(X, Y)$ we can find functions $f, g$ in $\pi_{x_{0}}(X, Y)$ which are not in $F_{x_{0}}(X, Y)$ such that $f$ satisfies $(\mathcal{O})_{x_{0}}$ and $g$ doesn't satisfy $(\mathcal{O})_{x_{0}}$.
Proof. Same proof of Proposition 3.3, using $\mathcal{S}=\mathcal{S}_{\pi}, \mathcal{S}_{x_{0}}(X, Y)=$ $\pi_{x_{0}}(X, Y), \mathcal{S}_{d f}\left(x_{0}\right)={ }^{\pi} d f\left(x_{0}\right)$.
Definition 4.7. We will say that a function $f \in \pi_{x_{0}}(X, Y)$ is strongly $\pi$-differentiable at $x_{0}$, and write $f \in \underline{\pi}_{x_{0}}(X, Y)$, if $f$ satifies $(\mathcal{O})_{x_{0}}$.
By Proposition 4.7 (b), if $\pi_{x_{0}}(X, Y) \neq F_{x_{0}}(X, Y)$, then
$F_{x_{0}}(X, Y) \nsubseteq \underline{\pi}_{x_{0}}(X, Y) \nsubseteq \pi_{x_{0}}(X, Y)$.
Also, for $f \in \pi_{x_{0}}(X, Y)$, if we take any $\pi$-type union $W$ given in (3), for any $\epsilon>0$, then the inequality $\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| \leq M\|h\|$ is satisfied for $h \in W$.
For what we saw in previous section, we know that $(n, n)_{-}(n, X)_{x_{0}}(X, Y)=H_{x_{0}}(X, Y), \quad \forall n \in N_{X}$.
Let us see now some general properties of $\pi$-differentiability.
Observe that there is a natural bijection between $\pi_{x_{0}}(X, Y)$ and $\pi_{x_{1}}(X, Y)$, $x_{0}$ and $x_{1}$ in $X$, since for every $f \in \pi_{x_{0}}(X, Y)$ we can define $\tilde{f}: \tilde{U} \rightarrow Y$ by $\tilde{f}\left(x-x_{0}+x_{1}\right)=f(x)$, which yields $\tilde{f} \in \pi_{x_{1}}(X, Y)$.
This observation was made in order to make clear that the definitions that follow will not depend on the particular $x_{0} \in X$, so that we can take it to be $0 \in X$.
In order to compare vias, let $\pi(X, Y)=\pi_{0}(X, Y)$.
Definition 4.8. i) Given $\pi_{1}, \pi_{2}$, two $X$-admissible vias, we will say that $\pi_{1}$ is weaker than $\pi_{2}$, equivalently, $\pi_{2}$ is stronger than $\pi_{1}$, and write $\pi_{1} \tilde{\leq} \pi_{2}$ if and only if $\pi_{1}(X, Y) \supset \pi_{2}(X, Y)$ for each Banach space $Y$.
As the relation $\tilde{\leq}$ is reflexive and transitive we can obtain an equivalence relation over the vias defining
ii) $\pi_{1} \equiv \pi_{2} \Leftrightarrow \pi_{1}(X, Y)=\pi_{2}(X, Y)$ for each Banach space $Y$.

As previously done, $\tilde{\leq}$ induces an order relation $\leq$ in the set of equivalence classes of vias. We denote the equivalence class of $\pi$ by $[\pi]$ and we will also use $\leq$ instead of $\leq$ for vias.

By Proposition 3.4 we have: $(m, m) \leq(n, n) \leq(1,1)_{-}(1, X) \forall m, n \in$ $N_{X}, m \leq n$.
If $\operatorname{dim} X=n<\infty$ we have $(n, n) \equiv(1,1)_{-}(1, X)$
If $\operatorname{dim} X=\infty$ we have $(1,1) \leq(2,2) \leq \ldots \leq(n, n) \leq \ldots \leq(1,1)_{-}(1, X)$ $\forall n \in \mathbb{N}^{*}$.
By Proposition 4.5 we have: $(1,1) \leq \pi \leq(X, X) \quad \forall \pi, X$-admissible via.
Let $\pi_{1}, \pi_{2}$ be $X$-admissible vias. The following results are immediate:
Proposition 4.8. (a) If $\mathcal{S}_{\pi_{1}} \subset \mathcal{S}_{\pi_{2}}$ then $\pi_{1} \leq \pi_{2}$.
(b) If for each $\hat{S} \in \mathcal{S}_{\pi_{1}}$ we have $\exists S \in \mathcal{S}_{\pi_{2}}$ with $\hat{S} \subset S$, then $\pi_{1} \leq \pi_{2}$.
(c) If for each $\hat{S} \in \mathcal{S}_{\pi_{1}}$ we have $\exists S \in \mathcal{S}_{\pi_{2}}$ and $\tilde{S} \in \mathcal{S}_{\pi_{1}}$ with $\overline{\tilde{S}} \subset \hat{S} \cap S$, then $\pi_{1} \leq \pi_{2}$.
Proof. Given a Banach space $Y$, take $f \in \pi_{2}(X, Y)$. Then (1) is valid for $f$ with $T={ }^{\pi_{2}} d f(0)$, through $S, \quad \forall S \in \mathcal{S}_{\pi_{2}}$.
(a) If $\mathcal{S}_{\pi_{1}} \subset \mathcal{S}_{\pi_{2}}$, given $\hat{S} \in \mathcal{S}_{\pi_{1}}$, (1) is valid for $f$ through $\hat{S}$, since $\hat{S} \in \mathcal{S}_{\pi_{2}}$. Then $f \in \pi_{1}(X, Y)$.
(b) Given $\hat{S} \in \mathcal{S}_{\pi_{1}}$, take $S \in \mathcal{S}_{\pi_{2}}$ with $\hat{S} \subset S$. Since (1) is valid for $f$ through $S$, by Lemma 2.2, (1) is valid for $f$ through $\hat{S}$. Then $f \in \pi_{1}(X, Y)$. (c) Given $\hat{S} \in \mathcal{S}_{\pi_{1}}$, take $S \in \mathcal{S}_{\pi_{2}}, \quad \tilde{S} \in \mathcal{S}_{\pi_{1}}$ with $\tilde{S} \subset \hat{S} \cap S$. Since $\tilde{S} \subset \hat{S}$ and $\tilde{S} \in \mathcal{S}_{\pi_{1}}$ means that $\tilde{S}$ is an open neighbourhood of 0 in $\hat{S}$, and since (1) is valid for $f$ through $S$, by Lemma 2.2, we have both, (1) is valid for $f$ through $\tilde{S}$ and also through $\hat{S}$. Then $f \in \pi_{1}(X, Y)$.

Theorem 4.1. If $A \leq B \leq X$ then
(i) $(A, A) \equiv \sigma_{-}(A, A)$ for all $A$-admissible via $\sigma$.
(ii) $(A, B) \leq(B, B)$
(iii) If $X$ is a Hilbert space then $(A, A) \leq(B, B)$.

Proof. (i) Since $\mathcal{S}_{\sigma_{-}(A, A)}=\mathcal{S}_{(A, A)}=\{V \subset E \subset X \mid E$ subspace of $X$ isomorphic to $A, V$ open neighbourhood of 0 in $E\}$, we have $\sigma_{-}(A, A)(X, Y)=$ $(A, A)(X, Y)$ for each Banach space $Y$.
(ii) If $\hat{S} \in \mathcal{S}_{(A, B)}$ then $\exists E$ subspace of $X$ isomorphic to $B$ and $S$ open neighbourhood of 0 in $E$, that is, $S \in \mathcal{S}_{(B, B)}$, such that $\hat{S} \subset S$. By Proposition 4.8 (b) we have $(A, B) \leq(B, B)$.
(iii) The finite dimensional case is already proved in Proposition 3.4.

If $\operatorname{dim} X=\infty$, write $X=l_{2}(\Gamma)$, for some infinite $\Gamma$. There is a family $\left\{v_{s}\right\}_{s \in \Gamma}$ of linearly independent vectors of $X$ that form a Bessel base for $X$ and $B \leq X \Leftrightarrow B \equiv l_{2}(\hat{\Gamma})$ for some $\hat{\Gamma} \subset \Gamma$.
If $\hat{S}$ is an $(A, A)$ type set, $\hat{S}$ is an open set of a subspace of $X$ that is isomorphic to $A$. Now, by its turn, a subspace of $X$ isomorphic to $A$ is
contained in a subspace $S$ of $X$ isomorphic to $B$, when $A \leq B$, since we can write $A=l_{2}(\bar{\Gamma}), B=l_{2}(\hat{\Gamma})$ with $\bar{\Gamma} \subset \hat{\Gamma} \subset \Gamma$ and we can complete $\bar{\Gamma}$ with linear independent vectors to form $\hat{\Gamma}$. Since $S \in \mathcal{S}_{(B, B)}$ and $\hat{S} \subset S$, by Proposition 4.8 (b) we have $(A, A) \leq(B, B)$.

Corollary 4.1. Let $\sigma$ be an $X$ admissible via. Then $\sigma \leq(\omega(\sigma), \omega(\sigma))$.
Proof. $\sigma$ is either $(A, B)$ or $\lambda_{-}(A, B)$ with $B \leq X$, and $(\omega(\sigma), \omega(\sigma))=$ $(B, B)$.
Since $\mathcal{S}_{\lambda_{-}(A, B)} \subset \mathcal{S}_{(A, B)}$, by Proposition 4.8 a) we have $\lambda_{-}(A, B) \leq(A, B)$ and the proof follows by Theorem 4.1 ii).

Theorem 4.2. If $\mathbb{R}^{m} \leq \mathbb{R}^{n} \leq A \leq X$, then $(m, m)_{-}(m, A) \leq$ $(n, n)_{-}(n, A) \leq(A, A)$.
Proof. If $X=A$ the proof is the same given in Theorem 3.2. In the general case, to see that $(n, n)_{-}(n, A)(X, Y) \subset(m, m)_{-}(m, A)(X, Y)$ we use the same arguments of Theorem 3.2 using $A$ instead of $X$ in the following way: If $\hat{S} \in \mathcal{S}_{(m, m)-(m, A)}$ then $\hat{S}$ is written as $\hat{S}=\psi(\gamma(V)), \psi$ a transport from $A$ to $X$, and $\gamma: V \subset \mathbb{R}^{m} \rightarrow A$ as in the proof of Theorem 3.2. Thus we put $M=\gamma^{\prime}(0) \mathbb{R}^{m} \subset A, A=M \oplus W$ and everything goes the same way of there to obtain $\tilde{V} \subset V$, open set in $V$, and $S_{1}$ an $(n, n)_{-}(n, A)$ type set in $A$ such that $\gamma(\tilde{V}) \subset S_{1}$.
Then $\tilde{S}=\psi(\gamma(\tilde{V})) \subset S=\psi\left(S_{1}\right)$ which is an $(n, n)_{-}(n, A)$ type set in $X$, that is, $S \in \mathcal{S}_{(n, n)-(n, A)}$. Since $\tilde{S}$ is an open neighbourhood of 0 in $\hat{S}$, by Proposition 4.8 (c), we have $(m, m)_{-}(m, A) \leq(n, n)_{-}(n, A)$.
Now, note that if $\hat{S} \in \mathcal{S}_{(m, m)-(m, A)}$, we have $\hat{S}=\psi(\gamma(V))$ as before and then $\hat{S} \subset S$ for some open neighbourhood of 0 in $E=\psi(A)$, that is, for some $S \in \mathcal{S}_{(A, A)}$.
Thus, by proposition 4.8 (b), we have $(m, m)_{-}(m, A) \leq(A, A)$.
Theorem 4.3. If $\mathbb{R}^{n} \leq A \leq X$ then $(n, n)_{-}(n, A) \equiv(1,1)_{-}(1, A)$.
Proof. The proof follows the steps of the proof of Theorem 3.3 using Corollary 3.1 and the fact that if $S \in \mathcal{S}_{(n, n)-(n, A)}, S=\psi(\gamma(V)), \psi$ a transport from $A$ to $X, V$ open neighbourhood 0 in $\mathbb{R}^{n}, \gamma: V \rightarrow A C^{1}$-embedding in Fréchet-sense; then, in particular, $\psi \circ \gamma$ is an homeomorsphim from $V$ on $S$.

Corollary 4.2. For all $n \in N_{X}$ we have $(n, n) \equiv(1,1)_{-}(1, n)$.
Proof. Taking $A \equiv \mathbb{R}^{n}$ in Theorem 4.3 we have $(n, n)_{-}(n, n) \equiv(1,1)_{-}(1, n)$. Since $\mathcal{S}_{(n, n)-(n, n)}=\mathcal{S}_{(n, n)}^{1}=\mathcal{S}_{(n, n)}$ we have $(n, n)_{-}(n, n) \equiv(n, n)$.

Theorem 4.4. If $\sigma$ is a via such that $\omega(\sigma) \equiv \mathbb{R}^{m} \leq X$, then we have $\sigma \equiv(m, m)$.

Proof. The via $\sigma$ is written in one of the two forms, either $\sigma=(k, m)$ or $\sigma=\lambda_{-}(k, m)$, for $k=1,2, \ldots m$. Now we have $(1,1)_{-}(1, m) \equiv(k, k)_{-}(k, m)$ (Theorem 4.3). Since $\mathcal{S}_{(k, k)-(k, m)}=\mathcal{S}_{(k, m)}^{1} \subset \mathcal{S}_{\lambda_{-}(k, m)} \subset \mathcal{S}_{(k, m)}$ we have $(k, k)_{-}(k, m) \leq \lambda_{-}(k, m) \leq(k, m)$ (Proposition 4.8(a)). Also we have $(k, m) \leq(m, m)$ (Theorem 4.1 (ii)) and $(m, m) \equiv(1,1)_{-}(1, m)$ (Corollary 4.2). Then $(1,1)_{-}(1, m) \leq(k, k)_{-}(k, m) \leq \lambda_{-}(k, m) \leq(k, m) \leq(m, m) \leq$ $(1,1)_{-}(1, m)$, that is, these vias are all equivalent.
Corollary 4.3. For $X=\mathbb{R}^{n}$ there are exactly $n$ different types of viadifferentiabilities.
Proof. By Proposition 3.4 we have $(i \neq j) \Longrightarrow(i, i \not \equiv(j, j)$ and the conclusion follows from Theorem 4.4.
Theorem 4.5. If $\pi \equiv \sigma_{-} \theta$ where $\omega(\sigma) \equiv \mathbb{R}^{m} \leq \alpha(\theta)$, then $\pi \equiv(m, m) \_\theta$.
Proof. By induction on $l(\theta)=k \in N_{X}$.
For $k=1, \quad \theta=(A, B)$ and given a Banach space $Y$, $f \in(m, m)_{-}(A, B)(X, Y)$ means that (1) is fulfilled for $f$ through $S$, for all $S=\psi(\gamma(V))$ where, among other things, $\gamma: V \subset A \rightarrow B$ is $(m, m)$ differentiable. But from Theorem 4.4, $\gamma$ is $(m, m)$-differentiable if and only if $\gamma$ is $\sigma$-differentiable.
So $f \in(m, m)_{-}(A, B)(X, Y) \Leftrightarrow f \in \sigma_{-}(A, B)(X, Y)$ thus $(m, m)_{-}(A, B) \equiv$ $\sigma_{-}(A, B)$.
Now, if $k>1, \theta=\lambda_{-}(A, B)$, and $f \in(m, m)_{-} \lambda_{-}(A, B)(X, Y)$ means that (1) is fulfilled for $f$ through $S$, for all $S=\psi(\gamma(V))$ where, among other things, $\gamma: V \subset A \rightarrow B$ is $(m, m)_{-} \lambda$ differentiable.
But from induction hypothesis, since $l(\lambda)=k-1$, we have that $\gamma$ is ( $m, m)_{-} \lambda$ differentiable if and only if $\gamma$ is $\sigma_{-} \lambda$ differentiable.
So $(m, m)_{-} \lambda_{-}(A, B)(X, Y)=\sigma_{-} \lambda_{-}(A, B)(X, Y)$ and $\sigma_{-} \theta \equiv(m, m)_{-} \theta$.

Theorem 4.6. For every $X$-admissible via $\pi$ and all $\alpha(\pi)$-admissible via $\lambda$, the following "inequalities" are valid:
(i) $\lambda_{-} \pi \leq \pi$ if $l(\pi)$ is odd.
(ii) $\pi \leq \lambda_{-} \pi$ if $l(\pi)$ is even.

Proof. We will prove (i) and (ii) together using induction over $k=l(\pi) \in$ $N_{X}$. If $k=1, \pi=(A, B)$, it is clear that if $S \subset X$ is of type $\lambda_{-} \pi$ then it is of $\pi$-type since condition (iii) of Definition 4.4 implies its condition (i). Thus, given a Banach space $Y$, if $f \in \pi(X, Y)$ and $S$ is of type $\lambda_{-} \pi$ then relation (1) holds for $f$ with $T={ }^{\pi} f^{\prime}(0)$ through $S$, which implies that $f \in$
$\lambda_{-} \pi(X, Y)$ and ${ }^{\lambda-\pi} f^{\prime}(0)={ }^{\pi} f^{\prime}(0)$. So, for $k=1, \lambda_{-} \pi(X, Y) \supset \pi(X, Y)$, i.e., $\lambda_{-} \pi \leq \pi$.

For $k>1$, assuming that (i) and (ii) are true for all $\sigma$ with $l(\sigma)<k$, we write $\pi=\sigma_{-}(A, B), l(\sigma)=k-1$.
Suppose $k$ is even.
Let $f \in \lambda_{-} \pi(X, Y)=\lambda_{-} \sigma_{-}(A, B)(X, Y)$. Thus (1) is valid for $f$ with $T={ }^{\lambda-\pi} f^{\prime}(0)$, through $S$, for all $S$ of type $\lambda_{-} \pi$. Since $l(\sigma)$ is odd, from induction hypothesis $\lambda_{-} \sigma \leq \sigma$, that is, $\sigma(A, B) \subset \lambda_{-} \sigma(A, B)$ which implies that $\sigma_{u}(A, B) \subset \lambda_{-} \sigma_{u}(A, B)$ for all $u \in A$. Now, if $\gamma: U_{\gamma} \subset A \rightarrow B$ satisfies condition (iii) of Definition 4,4, for the via $\sigma$, it will also satisfy this condition for the via $\lambda_{-} \sigma$, with the same function $\Gamma: U_{\gamma} \rightarrow L(A, B)$ where $\Gamma(u)={ }^{\sigma} \gamma^{\prime}(u)=^{\lambda-\sigma} \gamma^{\prime}(u)$ is a transport from $A$ into $B$ for all $u \in U_{\gamma}$. This means that all $S$ of type $\sigma_{-}(A, B)=\pi$ are of type $\lambda_{-} \sigma_{-}(A, B)=\lambda_{-} \pi$ and so, (1) will be true for $f$ through every $S$ of type $\pi$. Thus $f \in \pi(X, Y)$ with ${ }^{\pi} f^{\prime}(0)={ }^{\lambda-\pi} f^{\prime}(0)$. So $\pi \leq \lambda_{-} \pi$.
The argument for odd $k$ is similar.
Note that if $\pi=\left(A_{k}, B_{k}\right)_{\ldots-}\left(A_{1}, B_{1}\right)$, by Theorem 4.6 , we can write the following comparison of vias:

$$
\begin{aligned}
\left(A_{2}, B_{2}\right)_{-}\left(A_{1}, B_{1}\right) & \leq\left(A_{4}, B_{4}\right)-\ldots-\left(A_{1}, B_{1}\right) \leq \ldots \leq \pi \leq \ldots \\
& \leq\left(A_{3}, B_{3}\right)_{-}\left(A_{2}, B_{2}\right)_{-}\left(A_{1}, B_{1}\right) \leq\left(A_{1}, B_{1}\right) .
\end{aligned}
$$

Now we present vias which strong-differentiabilities lie between Hadamard and Fréchet ones.

Proposition 4.9. For $n \in N_{X}$ and $\sigma$ an $\mathbb{R}^{n}$-admissible via we have $(n, n)_{-}(n, X) \leq \sigma_{-}(n, X) \leq(n, X)$.
Proof. Since $\mathcal{S}_{(n, n)-(n, X)}=\mathcal{S}_{(n, X)}^{1} \subset \mathcal{S}_{\sigma_{-}(n, X)} \subset \mathcal{S}_{(n, X)}$, the proof follows from Proposition 4.8 (a).
Proposition 4.10. For $k, m, n \in N_{X}$ with $k \leq m \leq n$ we have

$$
(n, n)_{-}(n, X) \leq(m, m)_{-}(n, X) \leq(k, k)_{-}(n, X) \leq(n, X) \leq(X, X) .
$$

Proof. For every via $\sigma$ with $w(\sigma) \equiv \mathbb{R}^{m}$ we already know that $(n, n)_{-}(n, X) \leq \sigma_{-}(n, X) \equiv(m, m)_{-}(n, X) \leq(n, X)$ (Proposition 4.9, Theorem 4.4). Now, since if $\gamma: V \subset \mathbb{R}^{n} \rightarrow X$ is a $C^{1}$-embedding in ( $m, m)_{\text {- }}$ sense then it is a $C^{1}$-embedding in $(k, k)_{\text {_sense; }}$ we have that $\mathcal{S}_{(m, m)-(n, X)} \subset \mathcal{S}_{(k, k)-(n, X)}$; and the proof follows from Proposition 4.8 (a).

Since $(n, n)_{-}(n, X)$, in conjunction with condition $(\mathcal{O})_{x_{0}}$, is Hadamard differentiability, the proposition above shows that there are possibilities for via differentiabilities between Hadamard and Fréchet differentiabilities.

To end this section, let us define the set of all $X$-admissible vias,

$$
\chi=\{\pi \mid \pi \text { is an } X-\text { admissible via }\},
$$

and let $\Omega \subset \chi$ be an arbitrary non void subset of $\chi$.
Observe that, given a Banach space $Y$, we have $\emptyset \neq L(X, Y) \subset$ $(X, X)(X, Y) \subset \bigcap_{\pi \in \Omega} \pi(X, Y)$. Now we can define a completion of $\chi$ by writing

$$
\bar{\chi}=\left\{\bigcap_{\pi \in \Omega} \pi(X, Y) \emptyset \neq \Omega \subset \chi\right\},
$$

i.e, an element of $\bar{\chi}$ is the set $\{f: U \subset X \rightarrow Y \mid 0 \in U$ open set, $\exists \Omega \subset \chi, f$ is $\pi$ differentiable at 0 for all $\pi \in \Omega\}$, and try to study this completion. Some questions naturally appear. If $\Omega$ is a chain of vias, that is, $\Omega$ has the property that for all $\pi$ and $\sigma$ in $\Omega$ either $\pi \leq \sigma$ or $\sigma \leq \pi$, then is it true that there is an element $\lambda \in \chi$ such that $\bigcap_{\pi \in \Omega} \pi(X, Y)=\lambda(X, Y)$ ? Under what conditions on $\Omega, X$ and $Y$ we can solve the equation $\bigcap_{\pi \in \Omega} \pi(X, Y)=\lambda(X, Y)$ for some via $\lambda \in \chi$ ?
Remember that $(1,1)(X, Y) \supset(2,2)(X, Y) \supset \ldots \supset(n, n)(X, Y) \supset \ldots$ $\supset(1,1)_{-}(1, X)(X, Y)$. Is is true that there is $\pi$ an $X$-admissible via such that $\bigcap_{n \in \mathbb{N}}(n, n)(X, Y)=\pi(X, Y)$ or does the limit via $\bigcap_{n \in \mathbb{N}}(n, n)(X, Y)$ lie outside $\chi$ ?
Observe that for $X$ such that $l_{2}(\mathbb{N}) \leq X, \bigcap_{n \in \mathbb{N}}(n, n)(X, Y)$ in conjunction with $(\mathcal{O})_{0}$ is less than and not equal to $(1,1)_{-}(1, X)(X, Y)=H_{0}(X, Y)$. This can be verified, similarly to what was done in Proposition 3.4, by taking $f: l_{2}(\mathbb{N}) \rightarrow Y$ such that $\|f(\phi(t))\|=\|\phi(t)\|$ and $f(x)=0$ otherwise where $\phi(t)=\left(t, t^{2}, \ldots, t^{n}, \ldots\right)$ for $t \in \mathbb{R},|t|<1$, and noting that for all $n \in \mathbb{N}^{*},{ }^{(n, n)} d f(0)=0$ and (1) is not fulfilled for $f$, with $T=0$, through $S=\phi((-1,1))$ an $(1,1)_{-}(1, X)$ type set.

## 5. Applications

In the section we apply the concept of via differentiability in two different contexts to obtain interesting results.
The first one, a consequence of Corollary 3.1 is a reciprocal statement of the following well known elementary calculus result. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be such that there exists $\lim _{x \rightarrow x_{0}} f(x)=l$. Then for every embedded $C^{1}$-curve $c:(-\epsilon, \epsilon) \rightarrow \mathbb{R}^{n}$, such that $c(0)=x_{0}$, we have $\lim _{t \rightarrow 0} f(c(t))=l$. We remark that we are assuming only embedded $C^{1}$-curves in the hypothesis
of the reciprocal theorem, since by Corollary 3.1, every $(1,1)_{-}(1, n)$ type union, translated from 0 to $x_{0}$, contains an open neighbourhood of $x_{0}$.
Now we apply this theory to linearize a discrete dynamical system in $\mathbb{R}^{n}$ around its fixed point where it is not Fréchet differentiable. We present one situation where there is local conjugacy between the system and its linearized form, that is, where a Hartman Grobman type theorem is valid; and another situation with no local conjugacy though the derivative at the fixed point is hyperbolic.
The first situation shows that there is the possibility of linearizing a nonFréchet differentiable system with the newly defined derivatives and still have a good linear approximation on neighbourhoods of the fixed point.
Now we construct the dynamical system. Let $0<a<b \leq 1$ and $\mathcal{R} \subset$ $\mathbb{R}^{n}, n \geq 2$, be given by
$\mathcal{R}=\left\{\left(t, p_{1} t^{2}, \ldots, p_{(n-1)} t^{n}\right) \in \mathbb{R}^{n} \mid t>0, a \leq p_{j} \leq 2 b-a, 1 \leq j \leq\right.$ $(n-1)\}$. Take the linear isomorphism $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g\left(x_{1}, \ldots, x_{n}\right)=$ $\left(a x_{1}, a^{2} x_{2}, \ldots, a^{n} x_{n}\right)$ and define the homeomorphism $f$ by $f=g$ outside $\mathcal{R}$ and
$f\left(t, p_{1} t^{2}, \ldots, p_{(n-1)} t^{n}\right)=\left((b-z) t,(b-z)^{2} p_{1} t^{2}, \ldots,(b-z)^{n} p_{(n-1)} t^{n}\right)$ where
$z=\max \left\{\left|b-p_{j}\right| \mid 1 \leq j \leq(n-1)\right\}$. Note that for each $\Lambda=\left(p_{1}, \ldots, p_{(n-1)}\right) \in$ $\mathbb{R}^{(n-1)}$ the curve $P_{\Lambda}: \mathbb{R} \rightarrow \mathbb{R}^{n}, P_{\Lambda}(t)=\left(t, p_{1} t^{2}, \ldots, p_{(n-1)} t^{n}\right)$ is invariant under both actions of $g$ and $f$ and that we can write $\mathcal{R}$ as the union of the images of all curves $P_{\Lambda}$, for positive $t$ and $\Lambda$ in $[a, 2 b-a]^{n-1}$. Since $f\left(P_{\Lambda}(t)\right)=P_{\Lambda}(a t)$ when $P_{\Lambda}(t) \notin \mathcal{R}$ and $f\left(P_{\Lambda}(t)\right)=P_{\Lambda}((b-z) t)$ otherwise, the inverse $f^{-1}$ is such that $f^{-1}\left(P_{\Lambda}(t)\right)=P_{\Lambda}(t / a)$ outside $\mathcal{R}$ and $f^{-1}\left(P_{\Lambda}(t)\right)=P_{\Lambda}(t /(b-z))$ in $\mathcal{R}$.
Clearly $f$ is an homeomorphism and it is not Fréchet differentiable at 0 , since 0 is in the closure of $\mathcal{R}$.
However, for every $m$ dimensional subspace $E$ of $\mathbb{R}^{n}, m<n$, we can find an open neighbourhood $V \subset E$ of 0 in $E$ which is disjoint of $\mathcal{R}$ as can be seen in the proof of Proposition 3.4. Now $f=g$ in $V$ and ${ }^{(m, m)} f^{\prime}(0)=g$ which is attractive, thus hyperbolic.
The situations mentioned above correspond respectively to the cases $b<1$ and $b=1$ as is shown as follows:
In case $b<1, f$ is attractive and the fundamental domain $B-f(B)$, where $B$ is some closed ball in $\mathbb{R}^{n}$ centered at 0 , is homeomorphic to $B-g(B)$ which is a fundamental domain for $g$. This permits us to construct a global conjugation between the two systems. Finally, if $b=1$, every point in the set $F=\left\{\left(t, t^{2}, \ldots, t^{n}\right) \mid t \geq 0\right\}$ is a fixed point of $f$ and no conjugation with $g$ is possible since 0 is an accumulation point of $F$.

## Acknowledgment

The authors want to thank Professor Waldyr Oliva and the referee for the excellent suggestions they made.
The first author also thanks Our Lord and Savior Jesus Christ.

## References

[1] M. Balanzat, La différentielle d'Hadamard-Fréchet dans les espaces vectoriels topologiques, Comptes Rendus Acad. Sc. 251 (1960), 2459-2461.
[2] J.B. Conway, A first course in Functional Analysis, Spring-Verlag, New York, 1985.
[3] S.F.L. de Foglio, La différentielle au sens d'Hadamard-Fréchet dans les espaces L vectoriels, Portugaliae Mathematica 19 (1960).
[4] J. Dieundonné, Foundations of Modern Analysis, Academic Press, New York and London, 1960.
[5] L. Fichmann, A compact dissipative dynamical system for a difference equation with diffusion, Journal of Differential Equations 138 (1997), 1-18.
[6] M. Fréchet, Sur la notion de différentielle, J. Math. Pures et Appl., 16 (1937).
[7] J. Hadamard, La notion de différentielle dan l'enseignement, Scripta Univ. Ab. Hierosolymitanarum, Jerusalem, 1923.
[8] J.K. Hale, L.T. Magalhães, and W.M. Oliva, Dynamics in Infinite Dimensions, Springer, Berlin, 2002.
[9] D. Henry, Derivadas de Gateaux, Hadamard e Fréchet, personal communication, University of São Paulo, 1990 (in Portuguese).
[10] M.Z. Nashed, Differentiability and related properties, Nonlinear Functional Analysis and Applications, L.B. Rall Academic Press, New York, London, 1971.
[11] J.C.F. Oliveira and L. Fichmann, Discontinuous solutions of neutral functional differential equations, Publ. Mat. 37 (1993), 369-386.

Institute of Mathematics and Statistics, University of São Paulo (imeUSP) Rua do Matão, 1010, Cidade Universitria, CEP 05508-090, São Paulo, SP, Brazil. Telephone number: +5511 3091-6210 Fax: +5511 3814-4135

E-mail address: simonهime.usp.br, lf@ime.usp.br


[^0]:    1991 Mathematics Subject Classification. 46G05.
    Key words and phrases. differentiability in Banach spaces; Gateaux, Hadamard and Fréchet derivatives, via differentiability.

