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ABSTRACT: Ventilation systems used in swine facilities deserve to be studied because they 
directly affect productivity in the pig farming sector. Bearing this in mind the uniformity of air 
distribution and temperature is essential to animal welfare in this breeding environment. Thus, 
the  purpose of this study was to identify whether changes in air entrances and exhaust fan 
positioning could influence air velocity and temperature distribution. The experimental data were 
collected in a commercial full-scale sow facility. Validation was carried out by comparing the 
simulated air temperatures and data measured in the field. These results showed agreement 
between data with a maximum relative error of approximately 3 %. The real settings showed a 
gradual increase in the air velocity from the air entrances and dead zones due to the change in 
airflow direction. There was no difference when the positioning of the exhaust fans was altered 
or was maintained in the original air entrances. The proposed arrangement with only one air 
inlet reduced the areas of low air movement as a consequence of the change in flow direction. 
Furthermore, the variables have the same pattern along the transversal plane. The simulations 
showed that the position of the air inlets had a higher influence on temperature distribution. 
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Introduction

Pig production is an activity essential to the econo-
my of many countries. Therefore, it is important to study 
the factors that directly affect productivity in this sector. 
Thus, the ventilation system adopted in the installation 
becomes an essential decision. New construction proj-
ects for pig facilities are quite similar to the ones made 
for broilers, where the facilities are totally enclosed and 
equipped with negative pressure ventilation systems. 
When implementing ventilation systems with mechanic 
ventilation, the control of air velocity becomes an im-
portant variable in the maintenance of ideal conditions 
inside the building since it affects animal welfare, feed 
intake, mortality rates and other performance parame-
ters related to swine. Moreover, it affects the heat trans-
fer between animals and the environment.

The uniformity of the airflow distribution in the 
area occupied by the pigs in the building is important as 
it minimizes the formation of microclimates inside the 
barn, and has a positive influence on the raising of the 
animals. Several studies have been conducted in order 
to verify the environmental control in piggeries through 
field trials (van Rensburg and Spencer, 2014; Bloemhof 
et al., 2013; Liu et al., 2015).

There are many advantages in using Computation-
al Fluid Dynamics (CFD) to help understand what hap-
pens in terms of flow patterns and temperature distribu-
tion inside pig facilities. CFD gives results with detailed 
information both in terms of local temperature and air 
velocity. A tested CFD model can reduce the number of 
experiments and allows for the testing of several design 
possibilities since virtual prototypes as well as environ-

with mechanical ventilation system

mental improvements may be tested. There are several 
possibilities that can be studied through CFD simula-
tions, such as air flow inside buildings as related to the 
ventilation system (Bartzanas et al., 2007; Blanes-Vidal 
et al., 2008; Seo et al., 2009; Saraz et al., 2013; Norton 
et al., 2013; Bustamante, 2013; 2015; Kwon et al., 2015; 
Rong et al., 2016). 

The design of the facilities is important because it 
impacts the distribution of airflow, which, in turn, influ-
ences animal thermal comfort. Sows are sensitive to heat 
stress and require an optimal temperature of approxi-
mately 20-23 °C (Noblet et al., 1989). At other tempera-
tures an inadequate ventilation system can cause losses 
to the producer.

The aim of this study was to test different configu-
rations of air entrance and exhaust fan positioning in a 
full-scale facility for sows, in order to assess which ones 
improve air velocity and temperature distribution.

Materials and Methods

Experimental swine facility
The experimental data were collected in a com-

mercial swine facility located in Itu, in the state of 
São Paulo, Brazil (South hemisphere, South latitude 
23º05’25”, West longitude 47º13’05”, and altitude of 
624 m). The barn is dedicated to pregnant sows and its 
dimensions are 99.61 m long × 15.5 m wide × 3.07 m 
high. The roof material is fiber-cement and polyethylene 
painted in white on the ceiling and the walls.

The geometry of the model is shown in Figures 1A 
and B. The roof can interfere with the airflow, but the 
facility has an insulated ceiling and the fluid flows be-

Ag
ri

cu
ltu

ra
l E

ng
in

ee
ri

ng
 | 

R
es

ea
rc

h 
Ar

tic
le

 



174

Sousa Junior et al. CFD on a study in swine facilities

Sci. Agric. v.75, n.3, p.173-183, May/June 2018 2018

tween the floor and the ceiling. Therefore, the tempera-
ture boundary condition was set only in the ceiling since 
there was no contact of the upper part of the ceiling (the 
area between the ceiling and the roof). The area above 
the ceiling is not included in the mesh. 

The ventilation system of the building has eight 
exhaust fans in the east extremity of the barn and two 
air inlets. One air entrance is in the southern wall and 
the other is in the northern wall (opposite side of the 
barn, see Figure 1A). These entrances were equipped 
with an evaporative panel made of cellulose, measuring 
13.48 × 1.74 m (Figure 2). The model of the exhaust 
fans is a VA 130 (50”) with a diameter of 1.38 m and a 
1.5 CV three phase motor. 

Geometry and mesh
The Ansys Icem 14.0® software program was used 

to build the mesh domain. The model was based on 
the real dimensions of the barn (Figure 2). There were 
feeders inside the facility, which were not considered in 
the simulations due to their reduced size compared to 
the measurements of the barn. Furthermore, they had 
a negligible influence on the flow. Drinkers were also 
not considered in the simulation because they were at 
ground level.

The model domain (barn) was discretized in finite 
volumes. This mesh was refined in locations with great-
er fluid flow gradients as air entrance (Figure 3A) and ex-
haust fans (Figure 3B). There was also mesh refinement 
near the wall to ensure a sufficient number of nodes to 
adequately capture the flow change inside the boundary 
layer (Figure 3C).

The sows were housed in cages made of metal 
bars (Figure 1B). To include these animals in the simula-
tions, it was decided to approximate their shape with 
boxes (0.7 m high × 0.5 m wide × 1.6 m in length) (Fig-
ure 3D). Kwon et al. (2015) also used boxes to represent 
pigs and the results of their simulations corroborated the 
experimental data of Zhang and Strøm (1999). 

Figure 2 – Measurements of the barn.

Figure 1 – Facility where data were collected: (A) exhaust fans and 
air entrance; (B) internal view.

Model and governing equations 
The equations used for this model are the conser-

vation of mass, momentum and energy (Norton et al., 
2007).
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Prandtl number for ε (1.3); C1ε: constant (1.44); C2ε: con-
stant (1.92); C3ε: tanh[u1/u2]; u1: velocity of flow parallel 
to gi (gravitational vector); and u2: velocity of flow per-
pendicular to gi (gravitational vector).

A number of hypotheses were considered for the de-
velopment of the model, such as incompressible flow, non-
isothermal condition, where the temperature at the surface 
considered a wall is constant and its value defined as a 
boundary condition (Table 1), non-slip condition, where 
the air velocity at surfaces considered walls is zero (paral-
lelograms representing the pigs and all solid surfaces). 

In order to show how the positioning of the air 
entrance and exhaust fans influence the temperature 
profile and air velocity, virtual tests on several different 
arrangements were carried out. Four CFD simulations 
are presented, corresponding to four different scenarios 
(including the one measured in the facility). Each one 
was characterized according to the different positioning 
combination of the air entrance and exhaust fans (see 
Table 2 and Figures 4A, B, C and D).

The air entrance and exhaust fan heights were 
kept the same in all simulations. This arrangement can 
be seen in Figure 2.

Data measurement
Data were collected on one day during a typical 

summer period in Brazil, to generate an average from 
the data for each locating point, where air temperature 
(°C) and local air velocity (m s–1) were measured with 
the use of a hot-wired VelociCalc anemometer. The tem-
perature of the equipment ranged from -18 to 93 °C, 
with an experimental error of ± 0.1 °C, and air velocity 
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In the present article, fluid flow was modeled us-
ing the k-ɛ standard turbulence model. This model has 
been used for CFD modelling on rural constructions 
(Blanes Vidal et al., 2008; Norton et al., 2009; Wu et al., 
2012; Seo and Lee 2013; Zong and Zhang, 2014) due to 
its favorable convergence behavior and reasonable pre-
cision (Launder and Spalding, 1972). The equations of 
the turbulence model are described as (Equations 4 and 
5):

∂ ( )
∂

+
∂ ( )

∂
= ∂
∂

+









∂
∂












+ + − −

ρ ρ
µ µ

σ
ρε

k

t

ku

x x
k
x

G Gi

i i

t

k j
k b YYM

 (4)

( ) ( )∂
∂

+ ∂
∂

= ∂
∂

+









∂
∂












+ +ρε ρε µ µ

σ
ε ε

ε
εt

u
x x x

C
k

Gi

i j

t

j
k1 CC G C

kb3 2

2

ε ερ
ε( ) −

 (5)

where k: turbulent kinetic energy (m2 s−2); μ: viscos-
ity (m2 s); μt: turbulent viscosity (m2 s); σk: turbulent 
Prandtl number for k (1.0); Gk: generation of turbulent 
kinetic energy due to the mean velocity variations, (kg 
m–1 s–2); Gb: generation of kinetic energy due to the buoy-
ancy (kg m−1 s−2); ε: turbulent dissipation rate (m2 s−3); 
YM: contribution of the pulsatile expansion associated to 
the compressible turbulence (kg m−1 s−2); σε: turbulent 

Figure 3 – Details of the generated mesh: (A) air entrance; (B) 
exhaust fans; (C) refinement near the wall; (D) volume representing 
sows.

Table 1 – Boundary Conditions for carrying out the simulation.

Local Surface Boundary 
Condition

CFX 
Condition Variable Values

Sow Wall No Slip Wall Temperature 37 °C
Ceiling Wall No Slip Wall Temperature 40 °C
Floor Wall No Slip Wall Temperature 25 °C
West Wall Wall No Slip Wall Temperature 30 °C
East Wall Wall No Slip Wall Temperature 30 °C
North Wall Wall No Slip Wall Temperature 35 °C
South Wall Wall No Slip Wall Temperature 35 °C

Air Entrance Inlet Normal Speed
Air Velocity   0.3 m s–1

Temperature 27.7 °C
Exhaust Fans Outlet Pressure Static Pressure 0 Pa

Table 2 – Characteristics of the four different arrangements.
Local Arrangement Characteristic

Exhaust Fans
6out_out Six exhaust fans evenly distributed in the east wall with a distance of 1.03 m between any two pair of exhausts or exhaust 

and corner of the building. Two exhaust fans were positioned 0.53 m from the corner of the north and south walls.
8out Eight exhaust fans positioned at the east wall (distributed as Figure 2).

Air Entrance
2in two entrances (south and north) (distributed as Figure 2).
1in When using one entrance, the area for the airflow is the same as when there are two entrances, totaling in either case 47 m2
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ranged from 0 to 30 m s–1, with a measuring resolution 
of ± 0.015 m s–1. Air temperature was measured in a 30 
point spread in the facility as shown in Figure 5. The an-
emometers were allocated on a fixed platform, which was 
moved until the 30 points were measured. The anemom-
eter remained in the same spot for 6 min and an average 
for the day was obtained afterwards with the temperature 
being computed for each of the 360 s of the measure-
ment (since the equipment does not record the measure-
ments, the display of the anemometer was filmed during 
the 6 min and the values recovered afterwards). Similar 
approaches using the same kind of equipment have been 
reported in the literature such as in the works of Blanes-
Vidal et al., 2008; Kim et al., 2008; Bustamante et al., 
2013; Bustamante et al., 2015; and Costa et al., 2014. The 
height at which the data collection was taken was 0.9 m, 
slightly higher than the animals’ head height to avoid 
their damaging the equipment.

Two more collections were made near the air en-
trance beyond points 1 and 30 in order to better define 
the boundary conditions (air temperature and veloc-
ity) (Table 1). following the procedure previously men-
tioned. Measurements were taken of the air velocity 
data in only these three places near each air entrance. 

A thermal camera was used to obtain the tempera-
ture boundary conditions for the wall. Using software 
for analyzing and reporting, the local values of chosen 
points of the wall were recovered, which allowed for the 
estimation of an average value for the temperature. The 
shorter dimension (the width) of the barn needed two 
pictures and the longer dimension, five. Within each 
picture, 50 points were used for estimating the average 
temperature which was then extended to the 250 points 
for the longer wall and to 100 points for the shorter wall. 
The use of thermographic images allows for the conver-

Figure 4 – Proposed model: (A) 2in_8out; (B) 2in_6out-2out; (C) 1in_8out; (D) 1in_6out-2out.

Figure 5 – Distribution of measuring points throughout the facility.

sion of the visible radiation pattern of an object into im-
ages that make it possible to see the temperature of any 
surface (Incropera et al., 2006). 

This technique was first developed for military 
purposes, but it subsequently gained application in sev-
eral other scientific fields such as aerospace engineering 
(Avdelidis et al., 2003; Avdelidis and Almond, 2004), ag-
riculture and the food industry (Vadivambal and Jayas, 
2011), civil engineering (Khan et al., 2015), and animal 
science (Case et al., 2012; Cilulko et al., 2013; Brown-
Brandl et al., 2013; Soerensen and Pedersen, 2015; War-
riss et al., 2006; Lima et al., 2013), amongst others. The 
temperature measurement, which had previously been 
taken using thermometers, thermocouples and resis-
tance temperature detectors, is nowadays taken by ther-
mographic equipment (as was the case in this study) and 
infrared thermometers. Both thermographic image and 
infrared thermometer (Bustamante et al., 2015; Blanes-
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Vidal et al., 2008) are non-destructive techniques (Kow-
alewski et al., 2007). Thermographic images provide a 
temperature mapping of any surface of interest, while 
infrared thermometers measure temperature at a spe-
cific point.

A value of 0 Pa for the pressure was defined for 
the pressure boundary condition at the outlet, which is 
equivalent to 1 atm (Ansys, 2011; Rong et al., 2016; Nam 
and Han, 2016).

Mesh study

Mesh independence test – Meshes used in CFD mod-
els must be sufficiently refined to identify important 
characteristics of the flow. This refinement is important 
for correctly estimating variable gradients to guarantee 
correct flow calculation. Mesh refinement must be car-
ried out in areas of high variable gradients. 

The most accurate manner of verifying if a mesh 
is adequate is to perform a mesh independence test, 
which consists of analyzing two or more meshes with 
different refinements, and comparing the results ob-
tained for each mesh. If the result of the two different 
mesh densities do not vary significantly, the results 
can be considered mesh independent. Otherwise the 
mesh needs to be refined and the procedure described 
above is performed until a mesh independent size is 
obtained.

It is also necessary to investigate the y+ variable 
(Eq. 6), which varies according to the turbulence model. 
This parameter represents a dimensionless distance, 
used to check the location of the first node away from 
a wall inside the boundary layer. For the standard k-ɛ 
turbulence model it should be in the range of 30 < y+ < 
300 (Andersson et al., 2012). It should also be mentioned 
that the standard k-ɛ model always uses the “Scalable 
Wall Function” approach, built into the software, which 
assumes that the solid surfaces coincide with the edge of 
the viscous sublayer, which is the intersection between 
the linear and the logarithmic near wall velocity profile.

y
u y
V

+ = τ 	  (6)

where: uτ: friction velocity defined as u w= τ
ρ used to esti-

mate wall shear stress; r is the fluid density at the wall; 
y: the distance to the nearest wall; and V: the kinematic 
velocity of the fluid. The dimensionless wall distance 
(y+), usually referred to as yplus in simulation software 
programs, is the distance from the first mesh node to the 
wall (Versteeg and Malalasekera, 2007). 

Mesh quality – The mesh quality was tested to guar-
antee the quality. A criterion called “Determinant 3 × 3 
× 3” helps to analyze the structured mesh quality. This 
parameter shows how much the edges of the elements 
are either distorted or regular. A value of 1 indicates 
perfectly regular elements and 0 indicates elements with 
the worst distortion. The values for “Determinant 3 × 3 

× 3” above 0.3 indicate a mesh with good quality. The 
values for the Determinant of the meshes presented in 
this study were 3 × 3 × 3, all above 0.5. 

Model validation – In the present investigation, valida-
tion was carried out by comparing the simulated air tem-
perature distribution with data measured in the field (Nor-
ton et al., 2013; Seo et al., 2012). The variable compared 
was the air temperature because the equipment to collect 
data at multiple locations simultaneously was not avail-
able. Preliminary tests have shown the air velocity to vary 
greatly with time in all of the collection points, and be-
cause of this, it was the temperature chosen. To estimate 
the relative error, the following equation was applied:

E
T T

T
sim m

m

=
−

*100 	  (7)

where: E is the error between the simulated and mea-
sured data (%); Tsim= simulated air temperature; Tm = 
measured air temperature.

Results and Discussion

Mesh independence study and solution 
monitoring

To test mesh independence, the air velocity profile 
was compared based on a line drawn in the center of the 
barn where 1000 measuring points had been collected. 
This line was created between two coordinate points, 
from a point with coordinates (x = 2 m; y = 0.8 m; z = 
50 m) to another point with coordinates (x = 14 m; 0.8 
m; z = 50 m) in the interior of the building. It can be 
observed that the results between the three meshes are 
very similar, as observed in Figure 6. The mesh densities 
were: mesh 1 (2,552,572 nodes / 2,346,961 elements), 
mesh 2 (4,123,408 nodes / 3,884,383 elements) and mesh 
3 (4,847,356 nodes / 4,544,989 elements). 

It was observed that mesh 1 showed greater varia-
tion compared to mesh 2 and both of these in turn pre-
sented little difference to mesh 3. Even between meshes 
2 and 3, the greatest variation found was 0.15 m s–1. For 
this reason, it has been considered that the mesh density 
of 4,123,408 (mesh 2) elements is sufficiently refined for 
the simulations. 

RMS values (Root Mean Square) less than 1 × 10–5 
have been defined as the residual error. The simulations 
were first carried out in steady state in 2,000 iterations 
to get a faster convergence. Thereafter, a total time of 25 
s with a time step of 0.05 s was simulated resulting in 
500 more iterations in order to reduce residual. This was 
repeated up to 10 times (loops) in an attempt to converge 
the variable values. In a general manner, all simulations 
reached the convergence criteria defined in relation to 
mass, momentum and energy. Furthermore, a monitor 
was set close to the exhaust, which allowed for observ-
ing the value of the air velocity in real time. This is im-
portant, since it enables the user to identify when the 
variable reaches stability and ceases to change in value.
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In steady-state, the simulations did not converge 
after 2,000 iterations (except the RMS of mass). From 
this result a transient simulation was run and all the 
variables converged quickly, reaching residue below 
10–7 (Moment and Mass), and 10–5 (Energy) (Figure 7).

Model validation
The air temperature data measured and simulat-

ed were compared by means of the relative error (RE) 
(Table 3). All the air temperatures measured showed 
relative errors of less than 5 %, reaching a maximum of 
around 3 %. These results demonstrate the agreement 
between simulated and measured air temperatures. In 
absolute terms, the predicted and measured values pre-
sented a maximum discrepancy of 1.02 °C.

The concordance between the predicted and the 
actual values collected when observed is clearly shown 
in Figure 8. These discrepancies are noticed in studies 
which feature temperature as a validation variable. In 
the zone occupied by swine there were variations in tem-
perature reported of 1.84 °C above the values measured 
when the amount of heat generated by the animals was 
taken from the floor and 0.64 °C below those values col-
lected when the pigs were represented by geometric fig-
ures similar to their real forms (Seo et al., 2012) with a 

relative error of 1 % and 2 % to 0.3 and 4.3 m in height, 
respectively (Saraz et al., 2013). Norton et al. (2013) in-
vestigated a livestock transporter with two decks. They 
found differences between predicted and measured val-
ues from 2 to 4 °C in the top deck which was ventilated 
mechanically and over 5 °C in the lower deck which was 
ventilated naturally. This may have been due to a mixture 
of experimental and numerical errors which cannot be 
isolated from the data set. The errors may be due partly 
to the inadequacies of the turbulence modelling or un-
certainty related to measuring equipment (Norton et al., 
2013). Moreover, a malfunction in the exhaust fans and 
maintenance problems could be the cause of the errors 
reported in this investigation.

Overestimated values of the predicted air temper-
atures can also be viewed in relation to those measured 
in the field (Figure 8). This probably occurred because 
the rectangular geometry that represented the animals 
covers an area larger area than the real ones. 

Table 3 – Difference between simulated and measured temperature 
and Relative Error.

CP Sim Col Error CP Sim Col Error 
------------------ °C ------------------ % ------------------ °C ------------------ %

1 27.7 27.0 2.7 16 31.0 30.9 0.2
2 29.7 29.4 1.0 17 30.6 29.9 2.2
3 30.1 29.9 0.5 18 29.7 29.6 0.5
4 30.7 30.0 2.4 19 28.7 28.2 1.6
5 31.1 30.7 1.4 20 28.4 28.1 0.9
6 31.4 30.4 3.3 21 29.1 28.8 1.1
7 30.8 30.0 2.8 22 28.9 28.5 1.3
8 30.3 29.5 2.8 23 30.4 29.6 2.8
9 29.1 28.3 2.8 24 30.9 30.3 2.0
10 29.1 28.5 2.0 25 31.4 30.7 2.3
11 28.3 27.8 1.9 26 31.2 30.5 2.2
12 28.8 28.3 1.9 27 30.7 30.0 2.5
13 30.6 29.6 3.5 28 30.1 29.2 3.1
14 30.7 30.1 1.9 29 29.7 29.0 2.4
15 31.0 30.1 3.1 30 27.7 28.1 3.0
Sim = simulated temperature; Col = measured temperature; CP = collection 
point.

Figure 7 – Monitoring of the convergence criteria.

Figure 6 – Comparison of simulated air velocity between different 
mesh size elements.
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Furthermore, the predicted values without the 
presence of animals were compared and it was observed 
that these temperatures were underestimated when 
compared to the actual data collected. This was expect-
ed and was attributed to the absence of a heat source 
represented by animals in the simulation. Out of the 30 
measuring points compared, 21 showed an absolute dif-
ference higher than 1.0 °C reaching 3.2 °C.

Proposed model
Three scenarios beyond the original case were test-

ed in order to determine whether changes in the position-
ing of air entrance and exhaust fans can influence the 
air velocity and temperature. Thus, the following planes 
were generated: longitudinal plane at a height of 0.9 m 
and a transversal plane at 20, 50 and 99 m. All the ar-
rangements were compared to the model that represents 
the previously described field conditions, (Figure 2). 

Air velocity showed an increase from the entrance 
(Figure 9A). A tendency to greater uniformity of the 
variables was observed as it approached the exhaust 
fans (Figure 10A and B) and the greatest air velocity was 
found in the central facility (Figure 9A). 

Figure 8 – Comparison between predicted and measured air 
temperature data at the 30 measuring points at the longitudinal plane.

Figure 9 – Air velocity (A) and temperature (B) at longitudinal plane 
at arrangement “2in_8out”.

Another important observation was the “dead 
zones” (low air velocity at specific points). These places 
were found near the end of the air inlet at the side walls 
and at the wall opposite the exhaust fans (Figure 9A). 
This might be explained by the change in the trajectory 
of the air when it entered in the north and south sides, 
being drawn by the exhaust fans toward the east direc-
tion. This initial disturbance was not maintained on 
reaching the exhaust fans.

The simulation model showed that animals 
housed in the regions of low airflow would be exposed 
to uncomfortable conditions in situations of high tem-
peratures because the wind is responsible for the loss of 
heat by convection.

When the original arrangement was simulated 
(2in_8out), the temperature increased in line with the 
increasing minimum temperatures (Figure 9B) and were 
more uniform (Figure 10B) away from the air entrance. 

The next arrangement (2in_6out-2out) to be dis-
played had two exhaust fans in a position that was rela-
tive to the original configuration (Figures 11A and B to 
Figures 12A and B). The two scenarios showed similar-
ity in the distribution pattern in terms of temperature 
and air velocity. Thus, the simulations showed that re-
locating the exhaust fans would not have influenced the 
pattern of variables.

It was observed that the “dead zones” where the 
air velocity was zero, no longer exist when the air in-

Figure 10 – Simulated air velocity (A) and temperature (B) contours 
in a transversal plane at 20 m, 20 m and 99 m (2in_8out).
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take was changed to the west wall and the exhaust fans 
were kept in the same position (1in_6out-2in) (Figure 13A 
and B). It was possible to see five lines coinciding with 
the sow positions. The volumes in these lines represent 
sows and they were considered physical barriers, being 
responsible for a reduction in air velocity beyond the air 
entrance. The variables had the same pattern along the 
transverse sections (Figure 14A and B) which is impor-

Figure 14 – Simulated air velocity (A) and temperature (B) contours 
in a transversal plane at 20 m, 20 m and 99 m (1in_6out-2out).

Figure 11 – Air velocity (A) and temperature (B) at longitudinal plane 
with arrangement “2in_6out-2out”.

tant to attempts to provide the same conditions for all 
the animals housed in the facility.

By keeping a single incoming air current combin-
ing eight exhaust fans (1in_8out), the same distribution 
pattern of temperature and air velocity was observed 
(Figures 15A and B and Figures 16A and B), as had 
been previously seen in the arrangement 1in_6out-
2out.	

Figure 12 – Simulated air velocity (A) and temperature (B) contours 
in a transversal plane at 20 m, 20 m and 99 m (2in_6out-2out).

Figure 13 – Air velocity (A) and temperature (B) at longitudinal plane 
at arrangement “1in_6out-2out”.
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Table 4 – Influence of arrangement on air velocity average at the 
exhaust fans.

Arrangement Air velocity Air temperature 
m s–1 °C

2in_8out 1.3 30.8
2in_6out-2out 1.4 30.3
1in_8out 1.4 30.2
1in_6out-2out 1.4 30.2

Average values of air velocity and temperature 
were compared in the exhaust fans (Table 4). Generally, 
average temperatures and air velocities observed in ex-
haust fans were similar across all the arrangements test-
ed. Moreover, positioning the air entrances had greater 
influence than exhaust fans on the distribution of vari-
ables within the facility. The eight exhaust fans were set 
to air outlets in CFX Post. i.e., all of them were working 
at the time of the simulation. Thus, this work does not 
attempt to assess the comfort zone of the animals, but 
rather the effectiveness of the CFD technique in pre-
dicting environmental phenomena in animal facilities 
influenced by air entrance and exhaust fans positioning.

Conclusions

CFD is a promising tool for the environmental 
study of animal facilities since it makes it possible to 
visualize the phenomena in terms of airflow direction 
and temperature distribution. 

The simulations were validated using temperature 
data. Animal presence in the domain has been shown to 
have importance, because their absence results in an over-
estimation of the temperature values and increases the dif-
ferences between the simulated and experimental data. 

The simulated models in most sections had a uni-
form distribution of airflow and temperature, but there 
was an occurrence of poor air circulation and higher 
temperatures immediately next to the air entrances. The 
simulations showed that the position of the air entrances 
exerted a greater influence on temperature distribution.

The proposed models do not present differences 
in average temperature at the outlets, but on the oth-
er hand, the arrangements with only one air entrance 
(1in_8out and 1in_6out-2out) did not demonstrate dead 
zones near the air intakes. Therefore, improving a facil-
ity with mechanical ventilation is a viable proposition 
for avoiding or minimizing these regions.

Figure 15 – Air velocity (A) and temperature (B) at longitudinal plane 
at arrangement “1in_8out”.

Figure 16 – Simulated air velocity (A) and temperature (B) contours 
in a transversal plane at 20 m, 20 m and 99 m (1in_8out).
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