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On semiperfect rings of injective dimension one
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Abstract. We give a characterization of right Noetherian semiprime
semiperfect and semidistributive rings with inj. dimAAA 6 1.

1. Introduction

Let Z be the ring of integers, Q be the field of rational numbers and
p ∈ Z be a prime. Denote by Zp the following ring:

Zp =
{m
n
∈ Q | (n, p) = 1

}
.

Obviously, every nonzero proper ideal J in Zp is principal and has the form
pkZp for some positive k. So, Zp is the principal ideal domain and all its
ideals form the following descending chain:

Zp ⊃ pZp ⊃ p2Zp ⊃ . . . ⊃ pkZp ⊃ . . . .

Clearly,
∞⋂

k=1

pkZp = 0.

We have the following exact sequence

0 → Zp → Q→ Q/Zp → 0.

It is well-known that the Zp-modules Q and Q/Zp are injective (recall that
Q/Zp is the abelian group p∞). So, inj. dimZp Zp = 1.

There are many papers devoted to study of injective dimension of rings
(see, for example, [1], [2], [9], [3], [4]).
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In the present paper we give a description of right Noetherian semiprime
semiperfect and semidistributive rings with the injective dimension at most
one.

We will use the results and terminology of [11]. All rings are associative
with nonzero identity. A ring A is decomposable if A = A1×A2, otherwise
A is indecomposable.

Recall that a module M is called distributive if for all submodules
K,L,N

K ∩ (L+N) = K ∩ L+K ∩N.
Clearly, a submodule and a quotient module of a distributive module are
distributive. A module is called semidistributive if it is a direct sum of
distributive modules. A ring A is called right (left) semidistributive if
the right (left) regular module AA (AA) is semidistributive. A right and
left semidistributive ring is called semidistributive.

Obviously, every uniserial module is distributive and every serial module
is semidistributive.

Theorem 1.1. [11, Theorem 14.1.6] A semiprimary right semidistributive
ring A is right Artinian.

Definition 1.2. The endomorphism ring of an indecomposable projective
module over a semiperfect ring is called a principal endomorphism ring.

The following is a decomposition theorem for semiprime semiperfect
rings.

Theorem 1.3. [11, Theorem 14.4.3] A semiprime semiperfect ring is a fi-
nite direct product of indecomposable rings. An indecomposable semiprime
semiperfect ring is either a simple Artinian ring or an indecomposable
semiprime semiperfect ring such that all its principal endomorphism rings
are non-Artinian.

We write SPSD-ring A for a semiperfect and semidistributive ring A.

Definition 1.4. A ring A is called semimaximal if it is a semiperfect
semiprime right Noetherian ring such that for each local idempotent e ∈ A
the ring eAe is a discrete valuation ring (not necessarily commutative), i.e.,
all principal endomorphism rings of A are discrete valuation rings.

Proposition 1.5. [11, Proposition 14.4.12] A semimaximal ring is a finite
direct product of prime semimaximal rings.

Theorem 1.6. [11, Theorem 14.5.1] The following conditions for a semi-
perfect semiprime right Noetherian ring A are equivalent:

(a) A is semidistributive;
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(b) A is a direct product of a semisimple Artinian ring and a semimax-
imal ring.

Theorem 1.7. [11, Theorem 14.5.2] Each semimaximal ring is isomorphic
to a finite direct product of prime rings of the following form:

A =




O πα12O . . . πα1nO
πα21O O . . . πα2nO

...
...

. . .
...

παn1O παn2O . . . O


 , (1)

where n > 1, O is a discrete valuation ring with a prime element π, and
the αij are integers such that αij + αjk > αik for all i, j, k (αii = 0 for any
i).

A ring A is called a tiled order if it is a prime Noetherian SPSD-ring
with nonzero Jacobson radical. Every tiled order is isomorphic to a ring of
the form (1).

Denote by Mn(B) the ring of all n× n-matrices over a ring B.
Throughout of this paper, unless specifically noted, A denotes a tiled

order with the classical ring of fractions Q = Mn(D), where D is the
classical division ring of fractions of O.

Definition 1.8. An integer matrix E = (αij) ∈Mn(Z) is called

• an exponent matrix if αij + αjk > αik and αii = 0 for all i, j, k;
• a reduced exponent matrix if αij + αji > 0 for all i, j, i 6= j.

We use the following notation: A = {O, E(A)}, where E(A) = (αij) is
the exponent matrix of the ring A, i.e.,

A =
n∑

i,j=1

eijπ
αijO,

in which eij are the matrix units. If a tiled order is reduced, i.e. A/R(A)
is the direct product of division rings, then αij +αji > 0 if i 6= j, i.e. E(A)
is reduced. As usually, R(A) denotes the Jacobson radical of A.

It is well-known that every semiperfect ring is Morita equivalent to a
reduced semiperfect ring. Let M be a right A-module. Denote the injective
dimension of M by inj. dimAM . Let AA (AA) be the right (left) regular
A-module, i.e. AA is the right module over itself. Obviously, if A and B
are Morita equivalent semiperfect rings, then inj. dimAAA = inj. dimBBB.

Hence, every right Noetherian semiprime SPSD-ring A is Morita equ-
ivalent to A1 × . . . × Am, where Ai is either a division ring Di, or Ai =
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{Oi, E(Ai)}, here E(Ai) is the reduced exponent matrix. Note that
inj. dimDiDi equals zero.

Definition 1.9. A reduced exponent matrix E = (αij) ∈ Mn(Z) is called
Gorenstein if there exists a permutation σ of {1, 2, . . . , n} such that αik +
αkσ(i) = αiσ(i) for i, k = 1, . . . , n.

The main result of this paper is the following theorem

Main Theorem. Let A = {O, E(A)} be a reduced prime Noetherian
SPSD-ring with exponent matrix E(A) = (αij) ∈ Mn(Z). Then
inj. dimAAA = 1 if and only if the matrix E(A) is Gorenstein. In this
case inj.dimAAA = 1.

2. Tiled orders over discrete valuation rings and exponent
matrices

Exponent matrices appear in the theory of tiled orders over a discrete
valuation ring. Many properties of such orders and their quivers are com-
pletely determined by its exponent matrices.

Definition 2.1. Let A be a tiled order. A right (left) A-lattice is a right
(left) A-module which is a finitely generated free O-module.

In particular, all finitely generated projective A-modules are A-lattices.
We shall denote by Latr(A) (resp. Latl(A)) the category of right (resp.

left) A-lattices.
Among all A-lattices we single out the so-called irreducible A-lattices,

i.e., A-lattices contained in a simple right (resp. left) Q-module U (resp.
V ). These lattices form a poset Sr(A) (resp. Sl(A)) with respect to inclu-
sion. As it was shown in [11, Section 14.5], any right (resp. left) irreducible
A-lattice M (resp. N) lying in U (resp. in V ) is an A-module with O-basis
(πα1e1, . . . , π

αnen), with
{
αi + αij > αj , if (α1, . . . , αn) ∈ Sr(Λ)
αj + αij > αi, if (α1, . . . , αn)T ∈ Sl(Λ), (2)

where T stands for the transposition operation.
For our purposes, it suffices to consider a reduced tiled order A. In

this case, the elements of Sr(A) (Sl(A)) are in a bijective correspondence
with the integer-valued row vectors ~a = (α1, . . . , αn) (column vectors ~aT =
(α1, . . . , αn)T ), where ~a and ~aT satisfy the conditions (2). We shall write
[M ] = (α1, . . . , αn) or M = (α1, . . . , αn), if M ∈ Sr(A).
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Let ~b = (β1, . . . , βn). The order relation ~a ¹ ~b in Sr(A) is defined as
follow:

~a ¹ ~b ⇐⇒ αi > βi for i = 1, . . . , n.

Since A is a semidistributive ring, Sr(A) and Sl(A) are distributive lat-
tices with respect to addition and intersection.

Proposition 2.2. There exists only a finite number of irreducible A-lattices
up to an isomorphism.

Proof. Let A = {O, E(A)} be a tiled order with an exponent matrix E(A) =
(αij). We can assume that αij > 0 for i, j = 1, . . . , n. Let M = (α1, . . . , αn)
∈ Sr(A). Considering an isomorphic module we can assume that all α1,
. . . , αn are positive integers. Denote a = min (α1, . . . , αn). Then M1 =
(α1 − a, . . . , αn − a) is an irreducible A-lattice and M1 ' M . Suppose
that αi = a. Then M1 = (β1, . . . , βn), where β1, . . . , βn are non-negative
and βi = 0. Consequently, every irreducible A-lattice M is isomorphic
to the lattice M1 with at least one zero coordinate. We obtain from (2)
that 0 6 βj 6 αij . So, number of irreducible A-lattices of the form M1 is
finite. ¤

Using the properties of projective covers of finitely generated modules
over semiperfect rings, one can characterize projective modules of Sr(A)
(resp. Sl(A)) in the following way:

Proposition 2.3. An irreducible A-lattice is projective if and only if it
contains exactly one maximal submodule.

Definition 2.4. Two exponent matrices E = (αij) and Θ = (θij) are
called equivalent if they can be obtained from each other by transforma-
tions of the following two types :

(1) subtracting an integer α from the entries of the l-th row with simul-
taneous adding α to the entries of the l-th column;

(2) simultaneous interchanging of two rows and the same numbered col-
umns.

Let A =
n∑

i,j=1
eijπ

αijO and B =
n∑

i,j=1
eijπ

βijO be tiled orders, eij are

the matrix units, i.e., A = {O, E(A)} and B = {O, E(B)}. Obviously, if
E(A) and E(B) are equivalent, then A and B are isomorphic.

Proposition 2.5. Suppose E = (αij), Θ = (θij) are exponent matrices,
and Θ is obtained from E by a transformation of type (1). Then [Q(E)] =
[Q(Θ)]. If E is a reduced Gorenstein exponent matrix with permutation
σ(E), then Θ is also reduced Gorenstein with σ(Θ) = σ(E).
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Proof. We have

θij =





αij , if i 6= l, j 6= l,
0, if i = l, j = l,

αlj − t, if i = l, j 6= l,
αil + t, if i 6= l, j = l,

where t is an integer. It can be directly checked that if αij + αjk = αik for
some i, j, k, then θij + θjk = θik. Since these transformations are invertible,
the inverse transformations have a similar form. So the equality θij +θjk =
θik implies αij + αjk = αik. Therefore, θij + θjk = θik if and only if
αij + αjk = αik.

Denote Θ(1) = (µij) and Θ(2) = (νij).
The equalities γij = βij , νij = µij or inequalities γij > βij , νij > µij

hold simultaneously for the entries of the matrices (βij) = E1, (µij) = Θ(1),
(γij) = E(2), (νij) = Θ(2). Therefore, E(2)−E(1) = Θ(2)−Θ(1) and [Q(E)] =
[Q(Θ)].

Suppose that E is a reduced Gorenstein exponent matrix with permuta-
tion σ(E), i. e., αij + αjσ(i) = αiσ(i). Whence, θij + θjσ(i) = θiσ(i). This
means that the matrix Θ is also Gorenstein with the same permutation
σ(E). ¤

Let τ be a permutation which determines simultaneous transpositions
of rows and columns of the reduced exponent matrix E under transforma-
tions of the second type. Then θij = ατ(i)τ(j) and Θ = P T

τ EPτ , where

Pτ =
n∑

i=1
eiτ(i) is the permutation matrix, and P T

τ stands for the trans-

posed matrix of Pτ . Since αij + αjσ(i) = αiσ(i) and αij = θτ−1(i)τ−1(j), we
have θτ−1(i)k + θkτ−1(σ(i)) = θτ−1(i)τ−1(σ(i)). Hence the permutation π of Θ
satisfies π(τ−1(i)) = τ−1(σ(i)) for all i. Whence, π = τ−1στ .

Since

µij = βτ(i)τ(j), νij = min
k

(µik + µkj) = min
l

(βτ(i)l + βlτ(j)) = γτ(i)τ(j),

it follows that,

q̃ij = νij − µij = γτ(i)τ(j) − βτ(i)τ(j) = qτ(i)τ(j),

where [Q̃] = (q̃ij) is the adjacency matrix of the quiver Q̃ of Θ. So we
proved the following statement.

Proposition 2.6. Under the transformations of the second type the ad-
jacency matrix [Q̃] of Q(Θ) is changed according to the formula: [Q̃] =
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P T
τ [Q]Pτ , where [Q] = [Q(E)]. If E is Gorenstein, then Θ is also Goren-

stein, and for the new permutation π we have: π = τ−1στ , i.e., σ(Θ) =
τ−1σ(E)τ .

Note that the type of a permutation does not change under transfor-
mations of the second type. Therefore, in order to describe the reduced
Gorenstein exponent matrices, one needs to examine matrices with differ-
ent types of permutations. Further, to simplify calculations we can assume
that a row or a column of E is zero. This can be always obtained by trans-
formations of the first type, moreover the entries of a new exponent matrix
will be non-negative integers. Indeed, let E = (αij) ∈ Mn(Z) be an ex-
ponent matrix. Subtracting α1i from the entries of the i-th column and
adding α1i to the entries of the i-th row, we obtain a new exponent matrix

Θ =




0 0 0 . . . 0
θ21 0 θ23 . . . θ2n

θ31 θ32 0 . . . θ3n
...

...
...

. . .
...

θn1 θn2 θn3 . . . 0



.

The first row of Θ equals zero. Consequently, θ1i+θij > θ1j = 0 and θij > 0
for i, j = 1, . . . , n.

3. Duality in Noetherian rings

We use the duality in Noetherian rings following H.Bass, J.Dieudonne,
J.Jans, and K.Morita.

Let M be a right A-module and let
M∗ = HomA(M,AA). (3)

Obviously, it is an additive group and it can be considered as a left A-
module if we define aϕ by the formula (aϕ)(m) = ϕ(ma), where a ∈ A,
ϕ ∈M∗, m ∈M . This left A-module is called dual to the right A-module
M . Analogously, for any left A-module N we can define the dual module

N∗ = HomA(N,AA),
which is a right A-module, if we set (ψa)(x) = ψ(x)a for a ∈ A, ψ ∈ N∗,
x ∈ N . Obviously, isomorphic modules have isomorphic duals.

Let f : N → M be a homomorphism of right A-modules. Then we may
define a map f∗ : M∗ → N∗ by the formula f∗(ϕ) = ϕf for ϕ ∈ M∗. It
is easy to show that f∗ is an A-homomorphism of left A-modules. This
homomorphism f∗ is called dual to f .

Let F be a free A-module with a finite free basis f1, f2, . . . , fn. Define an
A-homomorphism ϕi : F → A by ϕi(fj) = δij for i, j = 1, 2, . . . , n, where
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δij is the Kronecker delta. Then ϕi ∈ F ∗. It is easy to show that F ∗ is
a free A-module with a free basis ϕ1, . . . , ϕn. This basis is called dual to
f1, f2, . . . , fn.

Lemma 3.1. Let P be a finitely generated projective module. Then the
dual module P ∗ is also a finitely generated projective A-module.

Proof. Suppose that P is generated by elements x1, . . . xn and let F be a
free module with a free basis f1, f2, . . . , fn. Then there is an epimorphism
π : F → P with π(fi) = xi for i = 1, . . . , n. Since P is projective, there
is a homomorphism σ : P → F such that πσ = 1P . Consequently, σ∗π∗ =
(πσ)∗ = 1P ∗ . Therefore P ∗ is a direct summand of a free module F ∗ which
is free with the finite basis of n elements. So P ∗ is a finitely generated
projective module. ¤
Lemma 3.2. Let A be a right Noetherian ring. Then the dual to any
finitely generated left A-module is also finitely generated.

Proof. Let M be a finitely generated left A-module. Then there is an exact
sequence 0 → N → F → M → 0 with a free module F with a finite
base. Applying the duality functor HomA(∗, A) we obtain that M∗ is a
submodule of F ∗. Since F ∗ is a free right A-module with a finite basis and
A is a right Noetherian ring, then M∗ is also a finitely generated A-module,
by [11, Corollary 3.1.13]. ¤

Let M be a right A-module with a dual module M∗. Then M∗ itself has
a dual module M∗∗. Suppose m ∈M and f ∈M∗ = HomA(M,A). Define
a map

ϕm : M∗ → A

by ϕm(f) = f(m). Obviously,

ϕm(f1 + f2) = ϕm(f1) + ϕm(f2).

For any a ∈ A we have ϕm(af) = af(m) = aϕm(f). Thus ϕm is an
A-homomorphism, i.e., ϕm ∈M∗∗. Consider the map

δM : M →M∗∗ (4)

defined by δM (m)(f) = f(m) for m ∈ M and f ∈ M∗. It is easy to verify
that δM is an A-homomorphism.

Definition 3.3. A module M is called reflexive if δM is an isomorphism.
It is called semi-reflexive if δM is a monomorphism.

Note that any finite dimensional vector space is reflexive.

Lemma 3.4. Any submodule of a semi-reflexive module is semi-reflexive
and any direct summand of a reflexive module is reflexive.
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Proof. Suppose that M is a semi-reflexive A-module and N is a submodule
ofM . Let i : N →M be an inclusion mapping. Then the following diagram

N
δN−→ N∗∗

↓ i ↓ i∗∗
M

δM−→ M∗∗

is commutative. Since i and δM are monomorphisms, δN is also a monomor-
phism. Therefore N is semi-reflexive.

Let N be a direct summand of a reflexive module M . Then there are
an inclusion map i : N → M and an epimorphism π : M → N such that
πi = 1N . Then π∗∗i∗∗ = (πi)∗∗ = 1N∗∗ is an epimorphism. The diagram

M
δM−→ M∗∗

↓ π ↓ π∗∗
M

δN−→ N∗∗

is commutative. Since δM is an isomorphism and π∗∗ is an epimorphism,
δN is also an epimorphism. But from the first part of this lemma δN is a
monomorphism. So δN is an isomorphism, i.e., N is reflexive. ¤
Proposition 3.5. Each finitely generated projective module is reflexive. In
particular, a free module with a finite free basis is reflexive.

Proof. Let F be a free module with a finite free basis f1, f2, . . . , fn and let
ϕ1, ϕ2, . . . , ϕn be the free basis of F ∗ dual to f1, f2, . . . , fn. Let ψ1, ψ2,
. . . , ψn be a basis of F ∗∗ dual to ϕ1, ϕ2, . . . , ϕn. Then δF (fi) and ψi both
belong to HomA(F ∗, A) and

δF (fi)(ϕj) = ϕj(fi) = δji = ψi(ϕj).

This implies that δF (fi) = ψi and δF is an isomorphism, i.e., F is reflexive.
Let P be a finitely generated projective module. Then P is a direct

summand of a free module with a finite basis. Hence P is reflexive, by
Lemma 3.4. ¤
Lemma 3.6. The dual of an arbitrary module is semi-reflexive. The dual
of a reflexive module is reflexive.

Proof. Let M be an A-module. If we apply the duality functor to the
A-homomorphism δM : M → M∗∗ we obtain an A-homomorphism δ∗M :
M∗∗∗ →M∗. Then it is easy to show that

δ∗MδM∗ = 1M∗ . (5)
It follows from this equality that δM∗ is a monomorphism, so M∗ is semi-
reflexive. If M is reflexive, then δM is an isomorphism, and so is δ∗M . But
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then from (5) δM∗ = (δ∗M )−1 is also an isomorphism, i.e., M∗ is reflexive.
¤

Lemma 3.7. Let A be a right Noetherian ring. Then any finitely generated
submodule of a free module with a finite base is semi-reflexive.

Proof. This follows from Proposition 3.5 and Lemma 3.4. ¤

4. Duality in tiled orders

In this section we shall introduce duality in tiled orders and study its
properties.

Proposition 4.1. Let A be a tiled order with its classical ring of fractions
Q. Then Q is a flat and injective right and left A-module.

Proof. The classical ring of fractions Q is the direct limit of flat submodules
πkA = Aπk of A, for k ∈ Z. Then Q is flat, by [11, Proposition 5.4.6].

To prove the injectiveness of Q we use Baer‘s criterion (see [11, Propo-
sition 5.4.6]). Let I be a right ideal in A. Since A is a Noetherian ring, I
is a finitely generated ideal. Take the diagram

0 IA

ϕ

i
AA

Q

,

where i is a monomorphism. Since Q is flat, the sequence

0 IA ⊗Q
i⊗1Q

AA ⊗Q

is exact. Then, by [11, Proposition 5.4.11], we obtain the following dia-
gramm

0 Ĩ
i⊗1Q

ϕ̃

Q

Q

,

where Ĩ ' IQ and ϕ̃ = ϕ⊗1Q. Since Q = Mn(D) is a simple Artinian ring,
then Q is a two-sided injective Q-module. Therefore, by Baer’s criterion,
there is a homomorphism ψ̃ : Q → Q such that ϕ̃ = ψ̃ĩ. Restricting ĩ and
ϕ̃ on IA, ψ̃ on AA we obtain ϕ = ψi. Thus Q is an injective A-module. ¤
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Now we shall consider finitely generated semi-reflexive A-modules.

Proposition 4.2. A finitely generated A-module M is semi-reflexive if and
only if M is isomorphic to a submodule of a free A-module of finite rank
Am.

Proof. If M ⊂ Am, then M is semi-reflexive, by Lemma 3.4.
Conversely, let M be a finitely generated semi-reflexive A-module. We

shall write X∗ = HomA(X,A) for any A-module X. An epimorphism
Am → M → 0 induces a monomorphism 0 → M∗ → (Am)∗. But A∗ =
HomA(A,A) ' A and M∗ is isomorphic to a submodule of Am. Since A
is a Noetherian ring, M∗ is a finitely generated A-module and therefore
there is an exact sequence Ar → M∗ → 0. Then 0 → M∗∗ → Ar is
a monomorphism. Since M is semi-reflexive then δM : M → M∗∗ is a
monomorphism. Therefore, M is isomorphic to a submodule of a free A-
module of a finite rank. ¤

Let A be a tiled order of the form (1). Recall that an A-module M
is called an A-lattice if it is a finitely generated free O-module (see [11,
p.353]).

Proposition 4.3. Let A be a tiled order. Then an A-module M is finitely
generated semi-reflexive if and only if M is an A-lattice.

Proof. Let A =
n∑

i,j=1
eijπ

αijO ⊂
n∑

i,j=1
eijD = Q = Mn(D). Denote by En

the identity matrix of Mn(D). Obviously, En =
n∑

i=1
eii, where eii are local

matrix idempotents of A. Let X = {x ∈ Mn(D) : xeij = eijx for i, j =
1, . . . , n} and Y = {y ∈ A : yeij = eijy for i, j = 1, . . . , n}. Obviously,
X = {dEn}, where d ∈ D and Y = {αEn}, where α ∈ O. So we
can assume that D is a subring of Mn(D) and O is a subring of A (D
coincides with X and O coincides with Y ). Therefore, A is a free O-
module of rank n2, i.e., A-lattice. By Proposition 4.2, an A-module M is
finitely generated semi-reflexive if and only if M is an A-lattice. Obviously,
A⊗O D = Mn(D) = Q and M ⊗A Q = M ⊗A (A⊗O D) = M ⊗O D, by
[11, Proposition 4.5.3]. In this case M̃ = M ⊗O D is a finite dimensional
vector space over D and M is a complete right A-lattice in M̃ , where
rankOM = dimDM̃ . ¤

Proposition 4.4. Let

0 L
i

M
p

N 0
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be an exact sequence of right A-modules. If L,N ∈ Latr(A) then M ∈
Latr(A) as well.

Proof. Let m 6= 0, m ∈ M and mπtEn = 0 for some positive t ∈ Z.
Then p(m)πtEn = 0 and p(m) = 0. Therefore m ∈ Ker p = Im i, i.e.,
m = i(l), where l ∈ L and mπtEn = i(lπtEn) = 0. Thus lπtEn = 0. Since
L ∈ Latr(A) we obtain l = 0 and m = 0. ¤

We shall establish now the duality between the categories Latr(A) and
Latl(A). LetM ∈ Latr(A). DenoteM# = HomO(M,O). For any f ∈M#

and a ∈ A we can define af by the formula (af)(m) = f(ma) wherem ∈M .
Then it is easy to verify that M# is a left A-module.

Since M ∈ Latr(A), it is a free O-module with a finite O-basis e1, e2,
. . . , en. We can define an O-homomorphism ϕi : M → O by the formula
ϕi(ej) = δij for i, j = 1, . . . , n, where δij is the Kronecker symbol. Then
ϕi ∈ M#. It is easy to see that M# is a free O-module with O-basis
ϕ1, . . . , ϕn. This O-basis is called the dual O-basis of M#. Thus, M# ∈
Latl(A). If M ∈ Latl(A), then M# ∈ Latr(A).

Let ϕ : M → N be a homomorphism, where M,N ∈ Latr(A), i.e.,
ϕ ∈ HomA(M,N). Then ϕ# : N# → M# can be defined by formula
(ϕ#f)(m) = fϕ(m), where f ∈ N#, is a homomorphism from N# to M#,
i.e., ϕ# ∈ HomA(N#,M#). Obviously, if we have homomorphisms ψ :
L→M and ϕ : M → N , then (ψϕ)# = ψ#ϕ# and 1#

M = 1M# . Moreover,
for any M ∈ Latr(A) we have M## = M and for any N ∈ Latl(A) it is
true N## = N . Moreover, for any ϕ : M → N we have ϕ## = ϕ. Clearly,
we also have (M ⊕N)# = M# ⊕N#.

Proposition 4.5. Let L be a submodule of M and L,M/L ∈ Latr(A).
Let p : M → M/L be the natural projection. Then M ∈ Latr(A) and M
has the following O-basis: e1, . . . , es, p−1(n1), . . . , p−1(nt), where e1, . . . , es
is an O-basis of L and n1, . . . , nt is an O-basis of M/L.

Proof. By Proposition 4.4, M ∈ Latr(A). Denote N = M/L. Let e1α1 +
. . . + esαs + p−1(n1)β1 + . . . + p−1(nt)βt = 0. Then e1α1 + . . . + esαs +
p−1(n1β1 + . . . + ntβt) = 0. Obviously, p(e1α1 + . . . + esαs + p−1(n1β1 +
. . . + ntβt)) = n1β1 + . . . + ntβt = 0. Thus β1 = . . . = βt = 0 and
e1α1 + . . . + esαs = 0. We obtain α1 = . . . = αs. Let m ∈ M . Then
p(m) = n1β1 + . . . + ntβt and m − p−1(n1β1 + . . . + ntβt) ∈ Ker p. We
obtain that m − p−1(n1β1 + . . . + ntβt) = e1α1 + . . . + esαs and m =
e1α1+. . .+esαs+p−1(n1)β1+. . .+p−1(nt)βt. The proposition is proved. ¤
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Proposition 4.6. Let L,M,N = M/L be as in the previous proposition.
Let

0 L M
p

N 0
be an exact sequence. Then there is a dual O-basis ϕ1, . . . , ϕs, p#Θ1, . . . ,
p#Θt of M#, where ϕ1, . . . , ϕs is a dual O-basis of L# and Θ1, . . . ,Θt is
a dual basis of N#.

Proof. By Proposition 4.5, M has an O-basis e1, . . . , es, p−1(n1), . . . ,
p−1(nt), where e1, . . . , es is an O-basis of L and n1, . . . , nt is an O-basis
of N . We shall verify that ϕ1, . . . , ϕs, p

#Θ1, . . . , p
#Θt is a dual O-basis to

the O-basis e1, . . . , es, p−1(n1), . . . , p−1(ns). By definition, ϕi(ej) = δij for
i, j = 1, . . . , s. We have p#Θi(p−1(nj)) = Θip(p−1(nj)) = Θi(nj) = δij for
i, j = 1, . . . , t. ¤
Corollary 4.7. Let

0 L M
p

M 0
be an exact sequence as above. Then the sequence

0 N#
p#

M# L# 0
is exact.

Corollary 4.8. Ext1A (N, AA
#) = 0 for any N ∈ Latr(A).

Proof. Let
0 AA

# M N 0
be an exact sequence. By Corollary 4.7, we obtain that

0 N# M# AA 0

is an exact sequence of left A-lattices. Then from projectivity of AA we have
M# ' A ⊕ N#. Therefore M## = M 'A A ⊕ N , i.e., Ext1A(N, AA

#) =
0. ¤

It is easy to establish the duality of irreducible and completely decom-
posable A-lattices.

Let M ∈ Sr(A) and M =
∑n

i=1 eiπ
αiO. If ϕ1, . . . , ϕn is the dual O-

basis for e1, . . . , en, then π−α1ϕ1, . . . , π
−αnϕn is the dual O-basis for the

O-basis e1πα1 , . . . , enπ
αn . Consequently, if M = (α1, . . . , αn), then M# =

(−α1, . . . ,−αn). Using the same formula for N = (β1, . . . , βn)T , we obtain
N# = (−β1, . . . ,−βn). It is easy to see that

(M1 +M2)# = M#
1 ∪M#

2 and (M1 ∪M2)# = M#
1 +M#

2
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for anyM1,M2 ∈ Sr(A). Further, ifM1 ⊂M2 are two irreducible A-lattices
then M#

2 ⊂ M#
1 . (In this case the lattice M2 is called an overmodule of

M1).

Definition 4.9. An A-lattice M is said to be relatively injective if M '
AP

#, where AP is a finitely generated projective left A-module.

Definition 4.10. An A-lattice M is called completely decomposable
if it is a direct sum of irreducible A-lattices.

Corollary 4.11. A relatively injective A-lattice M is completely decompos-
able and any relatively injective indecomposable M has the following form:
M =A P#, where AP is an indecomposable projective left A-module.

Proof. The tiled order

A =
n∑

i,j=1

eijπ
αijO

is a completely decomposable right A-lattice

AA = e11A⊕ . . .⊕ ennA

and completely decomposable left A-lattice

AA = Ae11 ⊕ . . .⊕Aenn.

Every finitely generated left projectiveA-module AP has the following form:
AP = (Ae11)m1 ⊕ . . .⊕ (Aenn)mn . Obviously, AP ∈ Latl(A) and

AP
# = (Ae11)#m1 ⊕ . . .⊕ (Aenn)#mn .

So, AP
# is a completely decomposable right A-lattice. In particular, M is

indecomposable if and only if M = (Aeii)# for some i = 1, . . . , n. ¤

In what follows we assume that the tiled order A is reduced. In this case
E(A) is reduced, i.e., αij + αji > 0 for i 6= j. An A-lattice N ⊂ Mn(D)
is said to be complete if N ' (OO)n2

as a right O-module. If a complete
A-lattice N is a left A-module then

N =
n∑

i,j=1

eijπ
γijO.

In this case the matrix (γij) is said to be the exponent matrix of the
A-lattice N and we write it by E(N). Complete A-lattices which are left A-
modules are said to be fractional ideals of A. Denote by ∆ the completely
decomposable lattice A#

A .
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Lemma 4.12. A completely decomposable left A-lattice ∆ is a complete
right A-lattice, and

E(∆) =




0 −α21 . . . −αn1

−α12 0 . . . −αn2
...

...
. . .

...
−α1n −α2n . . . 0


 .

Proof. We show that the k-th row (−α1k,−α2k, . . . ,−αnk) of the matrix
E(∆) defines an irreducible right A-lattice. Write βi = −αik. We can
rewrite the inequality αij + αjk > αik in the form −αik + αij > −αjk, i.e.,
βi + αij > βj , which implies the assertion of the lemma. ¤
Corollary 4.13. The fractional ideal ∆ is a relatively injective right and
a relatively injective left A-lattice.

Proof. The proof follows from the relation A∆# = AA. ¤

Let A be a reduced tiled order and R = radA. Then

E(R) =




1 α12 . . . α1n

α21 1 . . . α2n
...

...
. . .

...
αn1 αn2 . . . 1




and

E(AR
#) = E(R#

A ) =




−1 −α21 . . . −αn1

−α12 −1 . . . −αn2
...

...
. . .

...
−α1n −α2n . . . −1


 .

We denote X = AR
#.

Lemma 4.14. For i = 1, . . . , n we have that eiiX (Xeii) is the unique
minimal overmodule of eii∆ (∆eii) and eiiX/eii∆ = Ui, Xeii/∆eii = Vi,
where Ui is a simple right A-module and Vi is a simple left A-module.

Proof. The proof for the left case follows from the fact that eiiR is the
unique maximal submodule of eiiA and from the duality properties and the
annihilation lemma. The proof for the right case is just the same. ¤

Note once more, that eii∆ (respectively, ∆eii) are all indecomposable
relatively right (respectively, left) injective A-lattices (up to isomorphism)
and each eiiX (respectively, Xeii) is the unique minimal overmodule of eii∆
(respectively, ∆eii). Moreover, the notion of an indecomposable relatively
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injective A-lattice and the notion of an irreducible relatively injective A-
lattice coincide.

Let A1 and A2 be Morita equivalent tiled orders. Then the relatively
injective indecomposable A1-lattices correspond to relatively injective in-
decomposable A2-lattices. Thus, from Lemma 4.14 we have the following
lemma

Lemma 4.15. Every relatively injective irreducible A-lattice Q has only
one minimal overmodule. Let Q1 and Q2 be relatively injective irreducible
A-lattices, and let X1 ⊃ Q1 and X2 ⊃ Q2 be the unique minimal overmod-
ules of Q1 and Q2, respectively. Then the simple A-modules X1/Q1 and
X2/Q2 are isomorphic if and only if Q1 ' Q2.

Next we state the dual statement to Proposition 2.3 the proof of which
can be simply obtained from duality properties:

Proposition 4.16. An irreducible A-lattice is relatively injective if and
only if it has exactly one minimal overmodule.

Now we give an interesting fact about the injective dimension of the
lattice AA

#.

Proposition 4.17. Let A be a tiled order. Then inj.dimA (AA
#) = 1.

Proof. Let I be a right ideal of A. Consider the exact sequence 0 → I →
A→ A/I → 0. We shall show that Ext2A(A/I, AA

#) = 0. Indeed, by [11,
Proposition 5.1.10], we obtain Ext2A(A/I, AA

#) = Ext1A(I, AA
#). But

Ext1A(I, AA
#) = 0, by Corollary 4.8. Consequently, inj.dimA (AA

#) 6
1. Since inj.dimA (AA

#) 6= 0, we obtain that inj.dimA (AA
#) = 1, as

required. ¤

Take the quotient module Q1 = Mn(D)/AA
#. We have an exact se-

quence 0 → AA
# → Q0 = Mn(D) → Q1 → 0. By Proposition 4.17, we

obtain thatQ1 is an injectiveA-module. Assume that the tiled orderA is re-
duced. Then the injective hulls of simple A-modules U1, . . . , Us, by Lemma
4.14, may be written in the following form: E(Ui) = eiiMn(D)/eii∆, where
eii are matrix idempotents, i = 1, 2, . . . , n.

5. Tiled orders and Frobenius rings

The finite Frobenius rings have many important applications in coding
theory (see, for example, [5], [6], [8]).

In this section we shall construct following [7] a countable set of Frobenius
quotient rings Am with identity Nakayama permutation for any reduced
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tiled order A over a given discrete valuation ring O. In particular, for any
finite poset P = (p1, . . . , pn) we shall construct Frobenius rings Fm(P)
such that the quivers Q(Fm(P)) of all rings Fm(P) coincide. If O/πO is a
finite field then all Frobenius rings Am are finite.

Denote by Pmax the set of all maximal elements of P, by Pmin the set of
all minimal elements of P, and by Pmax × Pmin their Cartesian product.

To state the relationship between the quiver Q(Fm(P)) and the poset P
we recall the definition of the diagram of a poset P.

The diagram of a poset P = (p1, . . . , pn) is the quiver Q(P) with the
set of vertices V Q(P) = {1, . . . , n} and the set of arrows AQ(P) given
as follows: there is an arrow from a vertex i to a vertex j if and only if
pi ≺ pj , and moreover, if pi ¹ pk ¹ pj then either k = i or k = j.

The quiver Q(Fm(P)) is obtained from the diagram Q(P) by adding the
arrows σij for any (pi, pj) ∈ Pmax × Pmin (see [11, Theorem 14.6.3]).

Therefore, if P is a totally ordered set of n elements, then Q(Fm(P)) is
a simple cycle Cn, and hence all rings Fm(P) are serial.

For any finite poset P = {p1, . . . , pn} we can construct a reduced tiled
(0, 1)-order A(P) by setting

E(A(P)) = (αij),
where αij = 0 ⇐⇒ pi ¹ pj and αij = 1, otherwise.

Then A(P) = {O, E(A(P))} is a reduced (0, 1)-order (see [11, §14.6]).

Theorem 5.1. For any finite poset P there is a countable set of Frobenius
rings Fm(P) with identity Nakayama permutation such that Q(Fm(P)) =
Q(A(P)).

Proof. Denote A = A(P), R = radA, and X = AR
#. Let ∆ = A#

A be the
fractional ideal, as above. Then there exists a least positive integer t such
that πt∆ ⊂ R2. It is clear that J = πt∆ is a two-sided ideal of A(P). Write

Fm(P) = A(P)/πmJ.

Since πmJ ⊂ R2, it follows that Q(Fm(P)) = Q(A(P)). The description
of Q(A(P)) is given by [11, Theorem 14.6.3]. The Artinian ring Fm(P) is
a Frobenius ring. Indeed, we have the following chain of inclusions:

A ⊃ R ⊃ R2 ⊃ πm+tX ⊃ πmJ.

Every indecomposable projective Fm(P)-module is of the form P̄i =
eiiA/eiiπ

mJ . Therefore, top P̄i = Ui, and from Lemma 4.14 it follows that

soc P̄i = eiiπ
m+tX/eiiπ

m+t∆ = Ui for i = 1, . . . , n.
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The same relation holds for the left modules. Therefore, the Nakayama
permutation of Fm(P) is identity. ¤

Theorem 5.2. For every reduced tiled order A over a discrete valua-
tion ring, there is a countable set of Frobenius rings Fm(A) with identity
Nakayama permutation such that Q(Fm(A)) = Q(A).

Proof. For the fractional ideal ∆, there is the least positive integer t such
that πt∆ ⊂ R2. Then the quotient ring Q(Fm(A)) = A/πm+t∆ is a
Frobenius ring with the identity Nakayama permutation. ¤

Example 1. Let k be a field, O = k[[x]] and π = x. Let

A =
( O O
παO O

)
,

where α > 2. Obviously,

E(A) =
(

0 0
α 0

)
and [Q(A)] =

(
1 1
1 1

)
.

In this case

E(∆) =
(

0 −α
0 0

)
.

We have

E(R2) =
(

2 1
α+ 1 2

)
.

Consequently, t = α+ 1 and

E(πα+1∆) =
(
α+ 1 1
α+ 1 α+ 1

)
,

and the quotient ring Fm(A) = A/πm+t∆ is Frobenius with identity
Nakayama permutation.

Note that

E(πm+t∆) =
(
m+ α+ 1 m+ 1
m+ α+ 1 m+ α+ 1

)
.

Let k be a finite field with q elements. Then Fm(A) is a finite Frobenius
ring and |Fm(A)| = q4m+3α+4.

Theorem 5.3. For any permutation σ ∈ Sn there exists a countable set of
Frobenius semidistributive algebras Am such that ν(Am) = σ.
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Proof. Indeed, let O be a discrete valuation ring with the unique maximal
ideal M, and let

Kn(O) =




O M . . . M
M O . . . M
...

...
. . .

...
M M . . . O




be a tiled order.
Let σ : i → σ(i) be a permutation of {1, . . . , n} and let Im = (Mwij )

be a two-sided ideal of Kn(O), where wiσ(i) = m+ 1, wij = m for j 6= σ(i)
(i, j = 1, . . . , n).

It is easy to see that Fm(O) = Kn(O)/Im is a Frobenius ring with
Nakayama permutation σ. ¤

Let O = k[[t]] be a ring of formal power series over a field k, then
Fm(k[[t]]) = Kn(k[[t]])/Im is a countable set of Frobenius semidistributive
algebras Am = Fm(k[[t]]) such that ν(Am) = σ. If k is finite, then all
algebras Am are finite.

Remark 5.4. Recall that QF -algebras with identity Nakayama permutation
are called weakly symmetric algebras. Every weakly symmetric algebra
is Frobenius. If for O we take the ring of formal power series k[[t]] over
a field k, then we obtain a countable series of weakly symmetric algebras
Am for every reduced tiled order over k[[t]]. If k is a finite field then all
algebras Am are finite.

6. Main Theorem

In this section we consider a special type of tiled orders which can be
defined by the equivalent conditions of the following theorem:

Theorem 6.1. The following conditions are equivalent for a tiled order A:
(i) inj. dimAAA = 1;
(ii) inj. dimA AA = 1;
(iii) A∗A is projective left A-module;
(iv) AA

∗ is projective right A-module.

Proof. (i)⇒ (iv). Denote Q = Q0 = Mn(D). By Proposition 4.1, Q is an
injective right and left A-module. If inj. dimAAA = 1 then there exists an
exact sequence

0 → AA → Q0 → Q0/AA → 0.
By [11, Proposition 6.5.5], the module Q0/AA is injective. Obviously, ev-
ery indecomposable direct summand of Q0/AA has the form eiiQ0/eiiA.
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Since eiiQ0/eiiA is indecomposable injective then soc (eiiQ0/eiiA) is sim-
ple. Therefore every eiiA is a relatively injective irreducible A-lattice, by
Proposition 4.16, and AA is a relatively injective right A-module. By defi-
nition, AA 'A P ∗. By duality properties AP =A P1⊕ . . .⊕A Ps⊕P , where
AP1, . . .A Ps are all pairwise non-isomorphic left principal A-modules, and
every indecomposable direct summand of P is isomorphic to some APi.
Therefore, AA

∗ is a projective right A-module.
From Corollary 4.13 we have (iii)⇔ (iv). Finally, we obtain that (iv)⇒

(i), by Proposition 4.17 and the fact, that AA
∗ and AA contain the same

indecomposable summand if AA
∗ is projective. The case (ii)⇔ (iii) for left

modules is proved as (i)⇔ (iv) for right modules. ¤

Definition 6.2. A tiled order A, which satisfies the equivalent conditions
of Theorem 6.1, is called a Gorenstein tiled order.

As follows from Theorem 6.1 the definition of a Gorenstein tiled order is
right-left symmetric.

Main Theorem Let A = {O, E(A)} be a reduced tiled order with the
exponent matrix E(A) = (αij) ∈ Mn(Z). A is Gorenstein if and only if
the matrix E(A) is Gorenstein, i.e., there exists a permutation σ of the set
{1, . . . , n} such that αik + αkσ(i) = αiσ(i) for i, k = 1, . . . , n.

Proof. Since A is reduced we have that A∗ ' AA. But

E (AA) =




0 α12 . . . α1n
...

...
. . .

...
αn1 αn2 . . . 0




and

E (AA
∗) =




0 −α21 . . . −αn1
...

...
. . .

...
−α1n −α2n . . . 0


 .

Therefore, there exists a permutation σ of {1, . . . , n} such that

(αi1, . . . , 0, . . . , αin) = (−α1σ(i) + ci, . . . ,−αnσ(i) + ci),

where ci ∈ Z for i = 1, . . . , n. Consequently, αik + αkσ(i) = ci for i, k =
1, . . . , n. For i = k we obtain αik +αkσ(i) = αiσ(i) and E(A) is a Gorenstein
matrix. Conversely, if E(A) is Gorenstein then AA

∗ ' AA and, by Theorem
6.1, the tiled order A is Gorenstein. ¤
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Example 2. Let A =
n∑

i,j=1
αijfij ⊂ Mn(Q), where fij = cijeij for i, j =

1, . . . , n and αij ∈ Z. Suppose that cij = 1 for i > j and cij = n for i < j.
Then A is a Z-order in Mn(Q) of the following form.

A =




Z nZ nZ . . . nZ nZ
Z Z nZ . . . nZ nZ
Z Z Z . . . nZ nZ
...

...
...

. . .
...

...
Z Z Z . . . Z nZ
Z Z Z . . . Z Z




with n ∈ N . Using Faddeev results on localizations [10, §2] and [12, Theo-
rem 3.1] we obtain that inj. dim.AAA = 1.

Note that the ring (
Z 4Z
Z Z

)

(see [3, Example 4.4]) and the ring
(Z 4Z 4Z
Z Z 4Z
Z Z Z

)

(see [4, Example 2.9]) are particular cases of our example.

Acknowledgments

The author was supported by FAPESP of Brazil, proc. 05/57660-6. He
thanks the Institute of Mathematics and Statistics of the University of São
Paulo for the warm hospitality during his visit in 2006.

References

[1] Bass H. Injective dimension in Noetherian rings. Trans. Amer. Math. Soc. 102
(1962), pp. 18–29.

[2] Bass H. On the ubiquity of Gorenstein rings. Math. Z. 82, (1963), pp. 8–28.
[3] Chatters A.W., Hajarnavis C.R. Noetherian rings of injective dimension one

which are orders in quasi-Frobenius rings. J. Algebra 270, (2003), no. 1, pp.
249–260.

[4] Chatters A.W. Multiple idealiser rings of injective dimension one. J. Algebra 296
(2006), pp. 234–248.

[5] Dinh H., Lopez-Permouth S.R. On the equivalence of codes over finite rings.
Appl. Algebra Engrg. Comm. Comput. 15, (2004), no. 1, pp. 37–50.

[6] Dinh H., Lopez-Permouth S.R. On the equivalence of codes over rings and mod-
ules. Finite Fields Appl. 10, (2004), no. 4, pp. 615–625.

São Paulo J.Math.Sci. 1, 1 (2007), 111–132



132 V. V. Kirichenko

[7] Dokuchaev M. A., Kirichenko V.V., Chernousova Zh.T. Tiled orders and Frobe-
nius rings. (Russian) Mat. Zametki 72, (2002), no. 3, pp. 468–471; translation in
Math. Notes 72, (2002), no. 3-4, pp. 428–432 .

[8] Greferath M., Nechaev A., Wisbauer R. Finite quasi-Frobenius modules and lin-
ear codes. J. Algebra Appl. 3, (2004), no. 3, pp. 247–272.

[9] Drozd Yu.A., Kirichenko V.V., Roiter A.V. Hereditary and Bass orders. Izv.
Akad. Nauk SSSR Ser. Mat. 31, (1967), pp. 1415–1436 (in Russian), English
translation in Math. USSR - Izvestija 1, (1967), pp. 1357–1375.

[10] Faddeev D.K. An introduction to the multiplicative theory of modules of integral
representations. (in Russian) Trudy Mat. Inst. Steklov 80, (1965), pp. 145–182.

[11] M.Hazewinkel, N.Gubareni and V.V. Kirichenko, Algebras, Rings and Modules.
Vol. 1, Series: Mathematics and Its Applications, 575, Kluwer Acad. Publish.,
2004.

[12] K.W.Roggenkamp, V.V.Kirichenko, M.A.Khibina, and V.N.Zhuravlev, Goren-
stein tiled orders. Comm. in Algebra 29, (9), (2001), pp. 4231–4247.

[13] A.G.Zavadskij, and V.V.Kirichenko, Torsion-free Modules over Prime Rings. Zap.
Nauch. Seminar. Leningrad. Otdel. Mat. Steklov. Inst. (LOMI), 57, (1976), pp.
100–116 (in Russian). English translation in J. of Soviet Math. 11, no. 4, (1979),
pp. 598–612.

[14] A.G.Zavadskij, and V.V.Kirichenko, Semimaximal rings of finite type. Mat. Sb.
103 (145), no. 3, (1977), pp. 323–345 (in Russian). English translation, Math.
USSR Sb. 32, (1977), pp. 273–291.

São Paulo J.Math.Sci. 1, 1 (2007), 111–132


